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Abstract
A simple and efficient approach is needed for robustness evaluation and 
optimization of treatment planning in routine clinical particle therapy. Here 
we propose a robustness analysis method using dose standard deviation (SD) 
in possible scenarios such as the robustness indicator and a fast dose warping 
method, i.e. deformation of dose distributions, taking into account the setup 
and range errors in carbon-ion therapy. The dose warping method is based on 
the nominal dose distribution and the water-equivalent path length obtained 
from planning computed tomography data with a clinically commissioned 
treatment planning system (TPS). We compared, in a limited number 
of scenarios at the extreme boundaries of the assumed error, the dose SD 
distributions obtained by the warping method with those obtained using the 
TPS dose recalculations. The accuracy of the warping method was examined 
by the standard-deviation-volume histograms (SDVHs) for varying degrees 
of setup and range errors for three different tumor sites. Furthermore, the 
influence of dose fractionation on the combined dose uncertainty, taking into 
consideration the correlation of setup and range errors between fractions, was 
evaluated with simple equations using the SDVHs and the mean value of SDs in 
the defined volume of interest. The results of the proposed method agreed well 
with those obtained with the dose recalculations in these comparisons, and the 
effectiveness of dose SD evaluations at the extreme boundaries of given errors 
was confirmed from the responsivity and DVH analysis of relative SD values 
for each error. The combined dose uncertainties depended heavily on the 
number of fractions, assumed errors and tumor sites. The typical computation 
time of the warping method is approximately 60 times less than that of the 
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full dose calculation method using the TPS. The dose SD distributions and 
SDVHs with the fractionation effect will be useful indicators for robustness 
analysis in treatment planning, and the results of our comparative study show 
that the proposed analysis method would be beneficial in routine clinical use.

Keywords: carbon-ion therapy, robustness analysis method, fractionation 
effect, dose warping method

(Some figures may appear in colour only in the online journal)

1. Introduction

In radiation therapy the correspondence of a treatment plan to the actual treatment is subject 
to setup and range uncertainties, and the dose concentration in particle therapy is highly sensi-
tive to these uncertainties because the scattering effect is small and the Bragg peak is narrow. 
Uncertainty analysis for the individual patient’s treatment plans, however, is not currently 
included in clinical practice (Bortfeld 2006). While uncertainties are generally taken into 
account by using the margin concept for the tumor coverage (van Herk 2004), probabilistic 
approaches to treatment planning have been investigated (Baum et al 2006, Chan et al 2006, 
McShan et al 2006, Witte et al 2007, Unkelbach et al 2009, Sobotta et al 2010) and site-
specific robustness-assessment protocols using retrospective analysis were recently proposed 
for proton therapy (McGowan et al 2015).

To evaluate the robustness of a treatment plan, one needs to calculate dose distributions for 
a great number of conditions or scenarios that simulate different possible errors. The probabil-
istic approach to the patient-specific evaluation, such as variance calculations based on dose 
blurring or sampling, has been proposed but those methods are computationally challeng-
ing or intrinsically limited (Ploquin et al 2006, Sobotta et al 2012, Trofimov et al 2012). In 
addition, it is difficult to make the robustness evaluation part of the clinical routine because 
of the high computational cost of calculating ion beam dose distributions under various con-
ditions. Because the computational cost of dose calculation makes robustness evaluation a 
time-consuming task, Park et al (2012) instead used the dose-warping technique to quickly 
obtain perturbed dose distributions in proton therapy. In their implementation, the perturbed 
dose distribution can be created by simply shifting the pre-calculated dose profile along the 
beam direction by an amount based on an equivalent water-equivalent path length (WEPL). To 
obtain more accurate perturbed dose distributions, we use a similar approach with a different 
mapping process based on the nominal dose distribution.

The worst-case-scenario approach, which calculates a subset of these variations or the dose 
distributions at the extreme boundaries of the given setup or range errors, minimizes the num-
ber of dose calculations (Lomax et  al 2004, Albertini et  al 2011). However, this analysis, 
using the minimum and maximum worst dose distributions, does not evaluate the physically 
probable dose distributions and may overestimate the influence of these uncertainties on the 
planned dose distribution (Albertini et al 2011). Unkelbach et al (2009) introduced the dose 
standard-deviation-volume histograms (SDVHs) for the scenarios of assumed errors to per-
form a quantitative comparison of the plans in terms of dose uncertainty. For routine clinical 
use, however, no standard method or indicator for plan robustness has been established.

The dose uncertainties in an actual treatment situation are affected by the number of frac-
tions in which the total dose is delivered and depend on the correlation of the errors. Analytical 
probabilistic modeling considering fractionation was proposed to quantify uncertainties in 
treatment plans with proton and photon beams (Bangert et  al 2013), and the sampling of 
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geometric errors was performed in robustness analysis for fractionated radiotherapy (Tilly 
et al 2015). It is generally difficult, however, to estimate the effect of fractionation quickly in 
robustness analysis.

In this paper, we propose a robustness analysis method for routine use in carbon-ion ther-
apy. Among the topics treated here are the following:

 * Shortening the computation time of the perturbed dose distributions by using the fast dose 
warping method for arbitrary setup and range errors.

 * Examination of the applicability of using the dose standard deviation (SD) distributions, 
SDVHs and DVHs as the indicator of dose uncertainty estimation in a limited number of 
scenarios.

 * Fractionation effect for dose uncertainty estimation in consideration of the correlation 
between fractions with simple equations.

The proposed method is applied to three beams for typical cases of scanned carbon-ion 
therapy at the National Institute of Radiological Sciences (NIRS), and the warping method is 
compared with dose recalculation using the NIRS treatment planning system (TPS). First the 
perturbed dose distributions with the assumed errors are calculated using the fast dose warp-
ing method, and then the dose variations in the possible scenarios are evaluated quantitatively 
in several ways. Then the influence of fractionation on dose uncertainty is estimated by the 
relative combined dose uncertainty in consideration of the correlation of the setup and range 
errors between fractions.

2. Materials and methods

2.1. Dose warping method

In this work, we used the clinically commissioned TPS for scanning irradiations at the NIRS, 
which is implemented using the sub-pencil beam algorithm with a triple Gaussian beam 
model (Inaniwa et al 2014, 2015). The nominal dose distribution without any errors (D) was 
calculated as the reference distribution and the actual dose distributions under the influence 
of both setup and range errors (d) were derived. For convenience, the z-axis along the beam’s 
axis was used as a beam’s-eye view (BEV) coordinate. The nominal dose of a voxel at an arbi-
trary coordinate of (i, j, k) is expressed as D(i, j, k), and the dose realized there with the setup 
error (Δx, Δy) is expressed as dΔx,Δy(i, j, k). The parallel beam approximation was used for 
simple and fast calculations because of the small divergence effect. The WEPL of each voxel 
in the presence of the setup and range errors was compared with the WEPL of each voxel of 
the nominal plan in the overlapped area Sm shown in figure 1 with the voxel displaced by the 
setup error. The dose of each overlapped area Dm with the setup error is obtained from the 
corresponding dose in the nominal plan. The voxel dose with the setup error is calculated by 
the weighted mean dose using each overlapped area Sm and is obtained using equation (2) for 
linear interpolation of WEPL and equation (3) for area-weighted averaging.
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S is the projected area of a voxel in the beam direction, Sm is each overlapped area of the voxel 
in the case of the setup error with the voxel in the nominal plan and m is the number of each 
area divided by the overlapped region with each voxel in the nominal plan. ′im and jm

′  are each 
voxel position in the presence of the overlapped part m in the nominal plan shown in figure 1 
and km′  is determined by the condition of equation (1). The voxel dose in the case of only the 
range error is obtained by equation (2) from the comparison of the WEPL in the errors arising 
from CT with that in the nominal plan.

2.2. Dose SD distribution, SDVH and DVH

All the individual dose distributions with the assumed errors were combined into a dose SD 
distribution in order to simply represent these distributions in the form of a single distribution 
for the nominal plan by using the following equation:

i j k
d i j k d i j k

N
, ,

, , , ,

1

N

error error mean
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where N is the number of scenarios, and a 3D distribution of dose variation at each voxel 
in the nominal dose distribution is obtained by this calculation. SDVHs can also be cal-
culated for each volume of interest in a way similar to that in which DVHs are calculated 
(Unkelbach et  al 2009). The SDVHs and DVHs normalized by the prescribed target dose 
in the nominal plan can be used as helpful indicators to evaluate the plan robustness. We 
defined SD5% as the SD to the volume of 5% in SDVHs. This percentage in SDVHs was 
selected due to the estimation of influence of cold or hot spots and the characteristic of 

Figure 1. Schematic view of the voxel dose calculation in the setup error. The arrow 
indicates the direction of voxel displacement and the shaded region (S1–S4) shows the 
overlapped area with the voxels in the nominal plan. ′i2 and ′j2 are the voxel position in 
the presence of the overlapped part (2) in the nominal plan.
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comparatively stable indicators in order to compare the calculated values of the dose SD 
distributions. Minimum and maximum worst-dose distributions are given by the distributions 
of minimum and maximum dose for each voxel in all scenarios of the assumed errors defined 
as = =( ) ( ( )) ( ) ( ( ))d i j k d i j k d i j k d i j k, , max , , and , , min , ,max error error min error error  (Lomax et  al  
2004). The mean dose distributions in various scenarios of the assumed error added or sub-
tracted one SD for each voxel and were defined as d i j k d i j k i j k, , , , , , andmean σ= +σ+ ( ) ( ) ( )  
d i j k d i j k i j k, , , , , ,mean σ= −σ− ( ) ( ) ( ).

2.3. Fractionation effect on dose uncertainty

Setup errors were assumed to be random errors with no correlation, and range errors were 
assumed to be systematic errors with perfect correlation between fractions. Therefore, under 
the assumption of no correlation between setup error and range error, the influence of fraction-
ation on dose SD distribution was evaluated by relative combined dose uncertainties rel cσ  for 
these errors following equation (5) according to the propagation of uncertainties:
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where Dp is the prescribed target dose and n is the number of fractions. In the case that all 
uncertainties are random, the relative combined dose uncertainty is given by equation (6), and 
in the case that all uncertainties are systematic, it is given by equation (7),
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σtotal is the SD in the case of the combination of setup and range errors. The dependence of the 

mean value of SDs ′σrel,mean c on the number of fractions in the target was calculated using the 
mean value of SDs of separately calculated setup and range errors following the simple equa-
tion (8) without the calculation of combined dose uncertainty distributions.
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2.4. Tested cases

In order to analyze the robustness of a treatment plan, we compared the dose SD distributions 
calculated using the warping method and the dose recalculation from the TPS for three differ-
ent clinical cases. We validated the proposed method in lung, prostate and head & neck (HN) 
patient cases to show the applicability of the proposed method to these sites. All dose calcul-
ations were performed using the 2  ×  2  ×  2 mm3voxel size. All the volumes of interest were 
contoured by a physician on the planning CT data. The nominal dose distribution and DVHs 
calculated using the planning CT data with no assumed setup and range errors by the spot 
scanning beam delivery method with single-field optimization are shown in figure 2. The dose 
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SD distributions were calculated by the dose warping method based on these data. The pre-
scribed doses with weighting of relative biological effectiveness (RBE) in the lung, prostate 
and HN cases were respectively 4, 4.3 and 4 Gy (RBE) (Inaniwa et al 2015). The overall acc-
uracy of the proposed method was quantified using the dose SD distributions and the SDVHs. 
The warping method calculations were performed on a computer with an Intel® Xeon® CPU 
having a 3.1 GHz clock speed (E5-2687W v3), and the TPS calculations were performed on a 
computer with an Intel® Xeon® CPU with a 3.0 GHz clock speed (E5-2690 v2) with 4 threads 
in parallel computing. The computation time for the dose warping was compared with that for 
the full dose calculation using the TPS.

2.5. Evaluation procedure

We modeled the setup errors by recalculating the planned dose distribution in the condition 
of spatially shifted patient’s CT. Bolsi et al (2008) reported that in proton therapy patients 
the size of systematic setup errors was below 0.6 mm and the size of random setup errors 
depended on the tumor location and the fixation technique. We assumed the influence of only 
random errors in a plane perpendicular to the beam axis. The impact of a patient shift along 
the beam axis is negligible due to a small change of WEPL by considering the additional 
air gap. Casiraghi et al (2013) reported the effectiveness of robustness evaluation using the 
worst dose distribution at the limited number of calculations in the extreme boundaries of 
given errors. Therefore we assumed that setup error is a uniform shift of  ±3 mm in both x 
and y directions in one instance, which comprised nine scenarios including the nominal dose 
distribution. The dose SD distribution in the setup error σsetup(i j k, , ) was calculated using the 
individual perturbed dose distributions, and responsivity analysis was performed to confirm 
the applicability of the dose SDs at the extreme boundaries of assumed error in the target and 
the tendency of impact of the setup errors on the dose. In the responsivity analysis the dose SD 
distributions, SDVHs and DVHs in three tumor sites were calculated at setup errors ranging 

Figure 2. Nominal dose distributions and DVHs in the TPS for the lung (a) and (d), 
prostate (b) and (e) and head/neck (c) and (f ) cases. The color scale for dose distributions 
is from 0 to 4.5 Gy (RBE).

M Sakama et alPhys. Med. Biol. 61 (2016) 5818
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from  ±1 mm to  ±7 mm in 1 mm steps and the mean value of SDs mean setupσ  in each volume 
of interest derived from the proposed method were compared with those obtained using the 
TPS recalculation.

Range uncertainties can usually be regarded as the critical source of error for particle ther-
apy. When the dose distribution is typically calculated using a planning CT data, any errors 
arising from CT such as noise, artifacts and the conversion from CT Hounsfield units (HU) 
to relative stopping power are more likely to be systematic and propagate through the whole 
course in the treatment series (Schneider et al 1996, Schaffner and Pedroni 1998, Kanematsu 
et  al 2003). Range errors were modeled by recalculating each plan with an error of  ±3% 
for the nominal HU values in planning CT data according to the evaluation by Moyers et al 
(2010). Furthermore, the dose SD distribution in the range error σrange(i j k, , ) was calculated 
using the perturbed dose distributions and the responsivity analysis was performed by calcul-
ations at range errors from  ±1% to  ±6% in 1% steps and comparisons similar to those in the 
case of the setup error were performed using the mean value of SDs mean rangeσ . In these cases, 
the DVHs of the worst dose distributions were calculated using the warping method and TPS 
dose recalculations. DVHs with one SD were also calculated from d i j k d i j k, , and , ,( ) ( )σ σ+ −  
in order to evaluate the applicability of the dose SD distributions. Considering the actual situ-
ation to have a combination of both setup and range errors, we evaluated dose SD by adding 
the range error of  ±3% to the setup error of  ±3 mm, which including the nominal dose distri-
bution is 27 scenarios. The dose SD distribution and SDVH were calculated in the case of the 
combination of setup and range errors and combined dose uncertainty of separately calculated 
setup error and range error. The responsivity analysis of the combined dose uncertainties with 
setup and range errors was performed using the mean value of SDs in the target.

The percent SD difference distributions were calculated using equation (9) and the percent 
SD difference histograms for setup and range errors were obtained.

i j k
i j k i j k

D
diff , ,

, , , ,
100

warping TP

p
( )

( ) ( )σ σ
=

−
× (9)

The dose SD distribution and SDVH of the combination of setup and range errors were com-
pared with those of combined dose uncertainty of separately calculated setup and range errors. 

The ′σrel,mean c was compared with the mean value of SDs rel,mean cσ  in the target calculated by 
the combined dose uncertainty distributions rel cσ  of each number of fractions using the pro-
posed method.

3. Results

3.1. Comparison of dose SD distributions

The dose SD distributions calculated by the dose warping method and the TPS recalculation 
with the setup error of  ±3 mm for the lung, prostate and HN cases are shown in figure 3. The 
maximum value of the SD in these planes reached approximately 30% for the prescribed 
target dose. In the prostate case, the SD was larger than that at other sites in the edge of dose 
distribution. In the HN case the dose SD values in the warping method were slightly larger 
than those in the TPS recalculation shown in (d) of figure 3 and reached the deeper region 
behind the target due to the high heterogeneity, especially at the nasal cavity part. In the pros-
tate case with a range error of  ±3% (not shown here), the maximum value behind the target 
reached nearly 50%.
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The percent SD difference distributions obtained using the TPS recalculation and the warp-
ing method are shown in figure 4. The differences between SDs calculated using the warping 
method and those calculated using the TPS recalculation were normalized by the prescribed 
target dose. The percent SD difference histograms for setup and range errors for lung, prostate 
and head/neck cases are shown. In this plane, the difference in the setup error was larger than 
that in the range error, especially in the HN case the maximum difference at the deeper region 
passing through the nasal cavity reached approximately 17%, which is overestimated by the 
warping method. In this plane of the prostate case, the difference in range and setup error 
was comparatively small and the maximum difference behind the target was about 6%. The 
dose SD distributions obtained by the warping method and recalculation of TPS agreed well 
generally. Table 1 shows the relative volumes in the irradiated region within  ±0.5% and  ±1% 
of percent SD difference histograms using the TPS recalculation and the warping method 
with each setup and range error. In the three tumor sites the relative volume within  ±0.5% 
and  ±1% was higher than or equal to 80% and 89%, respectively.

3.2. Volumetric analysis

The SDVHs for lung, prostate and head/neck cases are shown in figure 5. The histograms 
were calculated using the setup error of  ±3 mm and the range error of  ±3%. In all three tumor 
sites the SDVHs in the setup error  ±3 mm were larger than those in the range error  ±3%. 
The difference of SDVHs of organs at risk (OARs) calculated by the warping method and 
the TPS recalculation were comparatively large in the HN case due to the high heterogene-
ity and small volume of OARs. The SDVHs calculated using the warping method and those 
calculated using the TPS recalcul ation agreed well, particularly in the prostate case. Table 2 
lists the SD values corresponding to the volume of 5% using the warping method and the TPS 
recalculation with the setup and range errors. In the prostate and HN cases, the SD values of 

Figure 3. The dose SDs calculated by the dose warping method with the setup error 
of  ±3 mm in the lung (a), prostate (b) and head/neck (d) cases. The SDs calculated 
using the TPS recalculation with the same setup error (c). The color scale runs from 0 
to 1.5 Gy (RBE).
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clinical target volume (CTV) and gross tumor volume (GTV) were generally small and those 
of OAR were generally large. The maximum difference of SD values calculated by the warp-
ing method and the TPS recalculation was 6% for the GTV in the lung case.

The DVHs and SDVHs for lung, prostate and head/neck cases are shown in figure 6. The 
DVHs were calculated in case of the combination of the setup error of  ±3 mm and the range 

Figure 4. The percent SD difference distributions using the recalculation of TPS and 
the warping method with the setup error of  ±3 mm (a)–(c) and the range error of  ±3% 
(d)–(f ) with the scale running from  −10% to 20%. The differences between SDs 
calculated by the warping method and those obtained using the recalculation of TPS are 
relative to the prescribed dose of target. The percent SD difference histograms for the 
setup and range errors are indicated for lung (g), prostate (h) and head/neck cases (i). 
Red dashed lines and black solid lines were derived from a setup error of  ±3 mm and a 
range error of  ±3%, respectively.

Table 1. The results of percent SD difference histograms using the TPS recalculation 
and the dose warping method with each setup and range error.

Difference

Relative volume (%) in the irradiated region

Lung Prostate HN

Setup Setup Range Range Setup Range Setup Setup Range Range
3 * 3 
mm

6 * 6 
mm 3% 1%

3 * 3 
mm 3%

3 * 3 
mm

2 * 2 
mm 3% 1%

±0.5% 83% 85% 85% 91% 95% 85% 80% 85% 91% 93%

±1.0% 89% 90% 92% 97% 99% 96% 89% 90% 96% 96%

Note. The relative volumes in the irradiated region within  ±0.5% and  ±1% of the SD difference are listed.
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error of  ±3%. DVHs with one SD in the target corresponded closely to the envelopes of DVH 
curves covering most DVH curves except for the low dose region. However DVHs of worst 
dose distributions in the target were excessive for the envelopes of DVH curves of each site. 
DVHs with one SD in the rectum and left optic nerve were not covering all DVH curves but 
will be useful as rough indicators of the DVH variations corresponding to the envelopes of 

Figure 5. The SDVHs for lung (a), prostate (b) and head/neck (c) and (d) which are 
calculated using the setup error of  ±3 mm ((a)–(c)) and the range error of  ±3% (d). 
Dashed lines were derived from the TPS recalculation and solid lines were derived from 
the warping method.

Table 2. The relative SD values corresponding to volume of 5% using the dose warping 
method and TPS recalculation with the setup error, range error and the number of 
fractions.

SD5% (warping method, TPS recalculation)

Lung Prostate HN

GTV Lung (left) CTV Rectum GTV
Optic 
nerve (left)

Setup 3 * 3 mm SD5% 13%, 7% 18%, 18% 1%, 1% 26%, 27% 2%, 2% 21%, 22%
Range 3% SD5% 4%, 3% 11%, 11% 1%, 2% 14%, 14% 1%, 1% 15%, 15%
Setup 3 * 3 mm  +  
 range 3%, fraction 1

SD5% 14%, 8% 22%, 22% 2%, 2% 28%, 29% 2%, 3% 23%, 25%

Setup 3 * 3 mm  +   
range 3%, fraction 4

SD5% 8%, 5% 14%, 14% 1%, 2% 17%, 19% 1%, 1% 17%, 18%

M Sakama et alPhys. Med. Biol. 61 (2016) 5818
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DVH curves. The influence of range errors in limited places behind the target was smaller than 
that of the setup error in this assumed case. Therefore, SDVHs in a combination of both setup 
and range errors were nearly equivalent to SDVHs with only setup error. SDVHs obtained 
using the combined SDs rel cσ  of separately calculated setup error and range error agreed well 

Figure 6. DVHs (left column) and SDVHs (right column) for lung (a) and (b), prostate 
(c) and (d) and head/neck (e) and (f ). The DVHs were calculated in case of a combination 
of the setup error of  ±3 mm and the range error of  ±3% relative to the mean dose of 
GTV (lung and head/neck) or CTV (prostate). In the DVHs red lines represent the 
DVHs of the minimum and maximum worst dose distribution. Green lines: the DVHs 
of the mean dose distribution added or subtracted one SD for each voxel. Gray lines: the 
DVHs of each scenario with the assumed errors. In the SDVHs solid lines correspond to 
a combination of both setup and range errors and dashed lines only indicate the case of 
the setup error. Dotted lines represent the combined SDs using the separately calculated 
setup and range errors.
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with those obtained using the combination of setup and range errors. The dose SD distribu-
tions derived from the combined SD (equation (5)) were almost equal to those in the combina-
tion. However DVHs of the worst dose distribution and mean dose distribution with one SD 
in the combination of setup and range errors changed depending on the considered number of 
scenarios and conditions, but the change of the DVHs (red and green lines) in the OARs was 
comparatively small (figure 6).

Mean values of relative SDs in each volume of interest are shown in figure 7 for lung, 
prostate and head/neck cases. The SDs were calculated depending on the setup error and the 
range error. In these plans the SDs were monotonically increased with setup and range errors 
and the results of the warping method agreed well with TPS dose recalculation. The changes 
of mean values of SDs in the GTV or CTV were small with the increase of the setup error and 
range error due to the effect of the margin. In the lung case, the mean value of SDs of GTV 
rapidly increased with the change of setup and range errors.

3.3. Influence of fractionation

Relative dose SDs i j k n, , ,rel c( )σ  combined with the setup error of  ±3 mm and range error 
of  ±3% are shown in figure 8. The cases of the number of fractions 1 and 4 are shown in 

Figure 7. Mean value of relative SDs for lung (a) and (b), prostate (c) and head/neck (d)  
which were calculated depending on the setup error ((a), (c), (d)) and the range error (b).  
Solid lines were derived from the warping method and filled circles were obtained using 
the TPS recalculation.
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(a)–(c) and (d)–(f ), respectively. The SDVHs for lung, prostate and head/neck correspond to 
the dose SD distributions of the number of fractions (1 and 4) using the proposed method. 
The dose SD distributions decreased with the number of fractions, especially in OAR around 
the target due to averaging of the random setup error. In lung and HN cases, the SDVHs in 
GTV and CTV decreased slightly and the SDVHs in OAR changed largely. In rectum, SD5% 
decreased largely by about 10 pp with the change in number of fractions from 1 to 4 (table 2).

DVHs for lung calculated in the case of the setup error of  ±4 mm and the range error 
of  ±3% relative to the prescribed dose of target depending on the number of fractions and the 
fractionation effect are shown in figure 9. In the lung case, the combined dose uncertainty rap-
idly decreased with the change of the number of fractions from 1 to 4 and the DVHs with SD 
are changed with the number of fractions. In the case where all uncertainties are systematic, 
DVH with SD is largely changed from combined dose uncertainty due to the large contrib-
ution of setup error, while in the case that all uncertainties are random, it is almost equivalent 
to the DVH with combined dose uncertainty.

Figure 10 shows mean value of relative SDs for lung GTV, prostate CTV and head/neck 
GTV calculated depending on the number of fractions, setup error and range error. The setup 
error is fixed to  ±3 mm in (b) and the range error is fixed to  ±3% in (a), (c) and (d). In the 

lung case the combined SDs ′σrel,mean c at the setup error  ±3 mm reached the extent from 1 to 
2.5% with the increase of the number of fractions depending on the range error and those at 

Figure 8. Relative combined SDs calculated by the proposed method with the setup 
error of  ±3 mm and range error of  ±3% with the scale running from 0 to 0.4. (a)–(c) are 
for when the number of fractions is 1, and (d)–(f ) are for when the number of fractions 
is 4. The SDVHs for lung (g), prostate (h) and head/neck (i) correspond to the dose 
uncertainty distribution of the number of fractions (1 and 4) using the proposed method. 
Solid lines: number of fractions  =1. Dashed lines: number of fractions  =4.
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the range error  ±3% reached about 1.4% at minimum. The results calculated from mean value 

of SDs ′σrel,mean c of the target agreed with rel,mean cσ  calculated from the combined dose uncer-
tainty distributions using the proposed method. In the prostate the influence of the range error 
and setup error were similar and smaller than at other sites. In the lung they were considerably 
larger than at other sites and the influence of the range error was still large with the increase 
of the number of fractions from (b) of figure 10. In the influence of range error, the differ-
ence of combined dose uncertainty became larger with the increased the number of fractions, 
while in the influence of the setup error the combined dose uncertainty decreased rapidly and 
converged with the increased the number of fractions. When all uncertainties are systematic 
the relative combined dose uncertainty is constant, while when all uncertainties are random it 
decreases more rapidly with the increased number of fractions. In the prostate the difference 
between the random uncertainty case and combined dose uncertainty became larger with the 
increased the number of fractions due to the large contribution of the range error.

3.4. Computation time

The computation times of the dose warping method and TPS recalculation with the setup error 
and range error are listed in table 3. The computation time of the warping method was less 
than a few seconds for each scenario and that of the full dose calculation method using the 
TPS was a few minutes for each beam and depended on the tumor sites. The computation of 
the warping method for each scenario became faster with the increased number of scenarios 
and was approximately 60 times faster than that of the TPS in the setup error.

4. Discussion

The dose warping method does not consider the change of scattered dose components sepa-
rately from the nominal dose distribution in the TPS and uses the parallel beam approximation, 

Figure 9. DVHs for lung calculated in case of the setup error of  ±4 mm and the range 
error of  ±3% relative to the prescribed target dose depending on the number of fractions 
(a) and the fractionation effect (b). In (a), red dashed lines represent the DVHs of the 
mean dose distribution added or subtracted one combined SD of the number of fractions 
4. Green solid lines: number of fractions  =1. Blue dotted lines: number of fractions  =8. 
In (b), blue dotted lines represent the one combined SD of the number of fractions  =8. 
Green solid lines: the number of fractions  =8 and all uncertainties are systematic. Red 
dashed lines: the number of fractions  =8 and all uncertainties are random.
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which is limited with regard to the accuracy of dose uncertainty estimation. The limitations 
resulting from this approximation will become larger in the vicinity of regions with a large 
variation of tissue density lateral to the beam direction, and these can occur locally in the case 
of the small volume of OARs or near the beam penumbra and high dose gradient. The sub-
pencil beam algorithm with a triple Gaussian beam model used in the TPS agreed well with 
the measured results in a heterogeneous head phantom (Inaniwa et al 2014) but is not ideal 

Figure 10. Mean value of relative SDs for lung GTV (a) and (b), prostate CTV (c) and 
head/neck GTV (d) calculated depending on the number of fractions, setup error and 
range error. Solid lines were derived from the proposed method using the mean value of 
SDs of separately calculated setup error and range error, and filled circles were derived 
from the proposed method using the combined dose uncertainty distributions in each 
number of fractions. The setup error is fixed to  ±3 mm in (b) and the range error is fixed 
to  ±3% in (a), (c) and (d).

Table 3. Computation time of the dose warping method and TPS with the setup error 
and range error.

Tumor site Number of scenarios

Volume 
of target 
(c.c.)

Computation 
time (s)

Computation 
time/scenario

Computation 
time/scenario 
(TPS)

Lung 8 (setup) 48.8 9.0 1.1 59
26 (setup  +  range) 16.4 0.6

Prostate 8 (setup) 197.3 14.7 1.8 187
26 (setup  +  range) 19.8 0.8

HN 8 (setup) 109.5 5.6 0.7 82
26 (setup  +  range) 9.0 0.3
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in calculating the lateral scatter components under complex geometries, high heterogeneities 
or high dose gradients. Therefore a Monte Carlo dose calculation method will be suitable for 
more precise verification of the warping method.

The warping method is used to calculate the dose distributions under various conditions for 
evaluating the dose SD distributions, and for potential incorporation into a robust optimization 
process. Some researchers have reported that multiple dose distributions can be incorporated 
into treatment planning for robust plan optimization (Pflugfelder et al 2008, Unkelbach et al 
2009, Fredriksson et al 2011, Inaniwa et al 2011, Liu et al 2012). The number of dose calcul-
ations needed to model the plan robustness will have to be balanced against the time needed 
to calculate the plans, especially in the case of iterative optimization algorithms. Conventional 
robust planning approaches may require hundreds of dose calculations in every iteration of the 
optimization process (Sobotta et al 2012). The approximated dose can be used for fast estima-
tion of major dosimetric influence with various uncertainty sources or for intermediate dose 
calculations in plan optimization because highly accurate dose distributions are not needed. 
The fast computation time and adequate accuracy of the warping method will be useful for 
these evaluation and optimization processes.

The robustness analysis method is fast owing to approximate calculations in a small set 
of discrete calculations of the dose under the extreme boundaries of the assumed errors. This 
approach assumes that the dose distributions recalculated for the largest delivery errors repre-
sent the largest deviations of the delivered dose from the nominal dose, and these dose distri-
butions can be used for the plan robustness evaluation in the case of practical delivery errors. 
It is not verified generally that the largest deviations of point dose from the nominal dose dis-
tribution are caused by the largest delivery errors. However, in a volumetric analysis the DVH 
obtained from the dose distributions at the extreme boundaries of assumed error represent the 
worst DVH (Casiraghi et al 2013). The minimum and maximum worst dose distributions and 
the DVHs may represent unphysical maximum deviation and an incorrect estimation of actual 
plan robustness. From the responsivity analysis the monotonic increase of mean value of SDs 
indicated that the evaluation at the extreme boundaries of assumed error is cautious for the 
dose uncertainty of the scenarios within the given error. These results showed the DVH curves 
with one SD in the target are covering most DVH curves in all scenarios within the extreme 
boundaries in the considered cases. Therefore the dose SD distributions will be used as practi-
cal indicators of dose uncertainty in a clinical situation. When the setup error is random and 
the range error is systematic for each field in multi-field irradiation of one field per day, which 
is generally used in particle therapy, the relative combined dose uncertainty is expressed by 
the following equation:
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where Df,p is the prescribed target dose for each field and nf is the number of fractions for each 
field.

In the analysis of the fractionation effect, it will be possible to estimate the influence of 
the number of fractions on the dose uncertainty by simply using the mean value of relative 

SDs rel,mean c′σ  shown in figure 10. The dose uncertainty distributions with consideration of 

fractionation in the simple geometry were reported using the analytical probabilistic modeling 
in proton and photon beams (Bangert et al 2013), and their similar tendency that the dose 
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uncertainties decrease with the number of fractions was confirmed. The method proposed in 
this paper is simpler and faster than the probabilistic modeling. When the setup error is com-
pletely random and comparatively large, the influence of the setup error decreases rapidly with 
the number of fractions. When the number of fractions is small, the influence of the setup error 
will be greater than that of the range error, and therefore accurate evaluation and suppression 
of the setup error are required. The comprehensive analysis of dose uncertainty will need to 
take into account the irradiation technique, the number of fractions, the immobilization tech-
nique, and inter and intra-fractional motion in order to optimize the particle therapy.

In clinical routines we propose the following procedures for robustness analysis. The com-
bined dose uncertainty distribution is calculated for the condition of given errors and the 
number of fractions in order to check the large uncertainty region, and SDVH and DVH with 
SD are confirmed. Robustness indicators, such as SD5% or mean SD, can be used as a guide 
to improve treatment planning by comparing them to the criteria of the robustness proto-
cols, which are determined by the retrospective analysis of treatment plans. However, detailed 
investigations of robustness indicators for each site or irradiation method will be needed. In 
next step the estimation of clinical effectiveness with dose uncertainty will be performed in 
connection with robustness analysis.

5. Conclusions

In this paper we have presented a method for evaluating the robustness of carbon-ion ther-
apy treatment plans to spatial and range uncertainties by using the dose SD distributions and 
SDVHs. Irradiated areas that could be affected by these uncertainties can be readily visualized 
by using the dose SD distribution. The dose warping method used in the proposed robustness 
analysis method is based on the difference between WEPL under setup and range errors in 
order to derive a perturbed dose distribution from the planned dose distribution. We validated 
the warping method by comparing the dose SD distributions and SDVHs in a limited number 
of scenarios at the extreme boundaries of the assumed error for three different tumor sites. In 
these comparisons the results of the warping method agreed well with those of the TPS dose 
recalculation. The effectiveness of calculations at the extreme boundaries was confirmed by 
responsivity and DVH analysis. The typical computation of the warping method is approxi-
mately 60 times faster than that of the full dose calculation method using the NIRS TPS.

When considering a combination of both setup and range errors, dose SD distributions 
were evaluated by the SDVHs and DVHs and compared with the combined dose uncertainty 
of separately calculated setup and range errors. The uncertainty distributions and SDVHs 
calculated in both cases agreed well. The influence of fractionation on the combined SD rel cσ  
was estimated using the SDVHs and mean value of SDs in defined volumes of interest with 
various setup and range errors. The combined SDs depended heavily on the number of frac-
tions, assumed error and tumor site. The proposed robustness analysis method will be useful 
for routinely estimating the dose uncertainty associated with fractionation and for quickly 
comparing alternative plans.
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