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PACS 52.57.Fg – Implosion symmetry and hydrodynamic instability (Rayleigh-Taylor,
Richtmyer-Meshkov, imprint, etc.)

PACS 47.20.Ma – Interfacial instabilities (e.g., Rayleigh-Taylor)
PACS 52.30.Ex – Two-fluid and multi-fluid plasmas

Abstract – Mix reduction is an important ingredient in yield performance in inertial confinement
fusion (ICF). In an ignition-grade target design, shell adiabat shaping can mitigate hydrodynamic
mix at the outer ablator surface via a high adiabat like that in the high-foot design, but the
high Atwood number at the gas-ice interface associated with a low-adiabat ice, which is desirable
for achieving high convergence ratio for a given laser system, still provides a robust drive for
hydrodynamic instability during the deceleration phase of the implosion. The results presented
here show that combined magnetic, viscous, and ablative stabilization can complement each other
for adequate mix mitigation at the gas-ice interface in a range of magnetic-field strengths that are
experimentally accessible.

Copyright c© EPLA, 2014

The recent success of the high-foot campaign [1–3] on
the National Ignition Facility (NIF) [4], especially in com-
parison with the conventional low-foot design [5,6], pro-
vides a concrete example that mix reduction holds a key to
high performance in inertial confinement fusion (ICF) [7].
The stabilizing effect is attributed to the high adiabat of
the pusher due to early heating by the increased laser
power of the high-foot design. A high-adiabat pusher
brings at least two stabilizing effects: the first is the
stronger ablative stabilization of the outer pusher surface
where hydrodynamic instabilities can feed through the
pusher shell and subsequently seed the Rayleigh-Taylor
instability (RTI) at the shell-gas interface; the second is
a smaller Atwood number in comparison with that of a
low-adiabat pusher which implies a weaker drive for RTI.
A high-adiabat pusher does have the important trade-off
of a reduced convergence ratio with a given laser system.
Along this line, an immediate research focus is to demar-
cate the power threshold at which the highest convergence
ratio can be achieved while still compatible with adequate
mix reduction for high fusion yield. A promising approach
is shell adiabat shaping [8], in which the outer layer of the
pusher is designed to have a high adiabat while the bulk of
the pusher/ice assembly (which, as a whole, is sometimes
referred to as the shell for convenience) has a low adiabat.

It can have greater ablative stabilization at the ablator
outer surface due to a combination of high ablation speed
and increased density gradient length scale, while retain-
ing a large Atwood number at the gas-ice interface, which
is still prone to RTI. Since mix reduction plays such an im-
portant role for ICF performance, a strategy to integrate
the different mix mitigation schemes is crucial, especially
for a high convergence design that necessarily retains a
large Atwood number at the gas-ice interface. This is not
only of fundamental physics interest, but also important
to maximize the chance for ignition at the lowest laser
energy.

The detrimental effect of hydrodynamic mix on ICF tar-
get performance is often explained in the following two
ways. The first involves small amounts of pusher material,
such as carbon, jetted into the gas core via hydrodynamic
instabilities. The high-Z pusher materials can radiatively
cool the gas core, preventing the formation of a hot-spot
of sufficiently high ion temperature [9]. Radiation hydro-
dynamic simulations [10,11] suggest that these jets are of
very high mode numbers. This type of mix is more gen-
erally known as the so-called chunk mix. The second con-
cerns the heating of the inner shell materials, which in a
cryogenic target is the fuel ice, into the hot spot via ther-
mal conduction from the gas core. This is inevitable as the
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thermal conduction energy transfer across the interface of
fuel ice and hot gas is given by

Q =
∫

Σ
(κe∇Te + κi∇Ti) · dS ≈

∫
Σ

κe∇Te · dS. (1)

In the usual case where Ti is comparable to Te, the conduc-
tive energy transfer from the hot spot is dominated by elec-
tron thermal conduction. Here Σ is the gas-ice interface
area across which the energy exchange takes place, and κe,i

is the electron (ion) thermal conductivity across the inter-
face. The amount of fuel ice that will be heated into the
hot spot is directly proportional to Q integrated over im-
plosion time. This results in a more massive but cooler hot
spot, which tends to have a much inferior thermonuclear
yield rate due to the strong Ti-dependence of DT fusion
cross-section σ in the Ti ∈ (1, 10) keV range. For compara-
ble ∇Te, the mass gain in the hot-spot is linearly propor-
tional to the interface area Σ. The spherically symmetric
implosion sets the absolute minimum Σ0 = 4πR2 with R
the radius of the gas-ice interface. Hydrodynamic mix at
the gas-ice interface, which is dominated by the so-called
interfacial mix that can produce a much enlarged hot-spot
perimeter, can drastically promote hot-spot energy loss
and heating of the ice into the hot spot for Σ � Σ0.

A higher yield performance thus requires that mix be ef-
fectively mitigated so Σ does not grow to be much larger
than Σ0. Success in controlling Σ often implies a reduc-
tion in the jetting of high-Z pusher materials into the gas
core, since the jets are due to extremely short-wavelength
modes, they would be most amendable to the various
stabilization mechanisms. The most well-known stabiliz-
ing effect is due to the ablation of fuel ice into the gas
core [12,13]. In other words, the very process of mass gain
in the hot spot due to its heat loss tends to counteract
the RTI that can aggravate the hot-spot energy loss and
mass gain. A less well-known but increasingly recognized
stabilizing effect is the hot-spot ion viscosity, which can be
very large as the hot-spot ions reach multi-keV tempera-
tures since the ion viscosity scales as T

5/2
i . The disparate

temperature/viscosity profile across the gas-ice interface
results in an inviscid, high-density fluid (ice) on top of
a viscous, light fluid (gas) as shown in fig. 1. The high
viscosity of the light fluid has a stabilizing effect on short-
wavelength RT modes. Externally applied magnetic fields,
on the order of a few to tens of tesla initially, have re-
cently been found to be the most promising for mitigat-
ing mix in an ICF target [14] in addition to the other
known benefits of alpha confinement [15] and heat loss
reduction [16]. Chandrasekhar’s classical work [17] has
shown that magnetic fields can stabilize short-wavelength
RT modes. What is particularly encouraging for ICF ap-
plications is that significant stabilization can be achieved
at a magnetic-field strength that is still weak compared
with the fluid energy density, i.e. a high-beta ICF tar-
get. Furthermore, the field line is naturally aligned to
the mix interface by the stretch-and-fold magnetohydrody-
namic (MHD) dynamo [14,18]. In addition to limiting the

Fig. 1: (Colour on-line) Reynold’s number (blue solid line) and
magnetic Reynold’s number (red dashed line) as a function of
radius from the HELIOS-CR code [19] at peak compression.

growth of Σ, magnetic fields also reduce the electron ther-
mal conductivity across the mix interface due to electron
magnetization, κ⊥e � κe.

The primary purpose of this letter is to elucidate the
complementary role of the magnetic, viscous, and abla-
tive stabilization in mitigating hydrodynamic mix at the
gas-ice interface. This distinguishes the current work from
the previous ones that have examined these stabilization
mechanisms in isolation for ICF applications. Achiev-
ing our primary objective requires the resolution of an
intrinsic competition between ablative flow due to the heat
deposited at the fuel ice and magnetic insulation that in-
hibits hot-spot heat loss. In order to understand the com-
plementary and competing roles, it is noted that magnetic
stabilization of RTI, which is an interchange mode, occurs
due to the energy required for field line bending. This im-
plies that the magnetic stabilization effect only applies to
RT modes with a wave vector k that is parallel to B, i.e.
k × B = 0. The RTI with k · B = 0 does not involve line
bending so it remains unstable as predicted by hydrody-
namics. The nonlinear evolution has been found to gener-
ate highly anisotropic RTI turbulence in three dimensions
for astrophysical applications [20]. In ICF applications,
the aim is to mitigate mix at the onset of the instabil-
ity, hence one finds that ablative stabilization can play a
complementary role as it applies to RTI of a k in either di-
rection. Lobatchev and Betti [12] have demonstrated that
the growth rate of RTI in the presence of ablative flow is
quantitatively given by

γ = 0.9

√
k 〈g〉

1 + k 〈Lm〉 − 1.4k 〈Va〉 . (2)

The stabilizing effect of a smooth density gradient enters
through the mass density gradient length scale, Lm ≡
ρ/ρ′, with ρ′ defined as the radial derivative of ρ. The wave
number is defined as k = l/Rhs with the mode number l,
and it becomes large for a given l as the hot spot is com-
pressed. The ablative flow, Va, acts to reduce the growth
rate so that a higher ablation flow leads to a stronger sta-
bilization of the RTI at the gas-ice interface. The competi-
tion between magnetic and ablative stabilization is due to
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Fig. 2: (Colour on-line) κ⊥e as a function of B-field strength
for three sets of ICF relevant n and Te.

the fact that the magnitude of Va is directly proportional
to the heat flux being transferred from the hot spot to the
fuel ice layer [21],

q⊥ = −κ⊥
dT

dr
=

5
2
PhsVb, (3)

where the blow-off speed is related to ablation flow via the
mass continuity equation ρaVa = ρbVb. Using the isobaric
condition as in Betti et al. [21], Phs = Pb = nbkBTb, one
finds that the ablation speed is directly proportional to
the heat flux

va =
2
5

q⊥
Phs

1 + A

1 − A
(4)

with the Atwood number A ≡ (nb − na)/(nb + na). Elec-
tron magnetization by a magnetic field that is aligned
with the mix interface can cause a significant reduction
in κ⊥ [22],

κ⊥e =
kBnekBTeτe

me

4.664(ωceτe)2 + 11.92
(ωceτe)4 + 14.79(ωceτe)2 + 3.7703

,

where ne is the electron number density, Te is the electron
temperature, τe is the electron-electron collision time, and
ωce is the electron cyclotron frequency. The degree of elec-
tron magnetization is given by

ωceτe =
eB

me

12π3/2ε20
√

me(kBTe)3/2

nee4 ln Λ
. (5)

For strong electron magnetization, ωceτe ∼ O(10), k⊥e can
be more than two orders of magnitude smaller than κe of
an unmagnetized plasma in the ICF parameter regime, as
seen from fig. 2. For an easily accessible magnetic field of
thousands of tesla, κ⊥e is around 10 times smaller than the
Spitzer conductivity. For comparable dT/dr and hot-spot
pressure Phs, this implies a drop of 10 times for the abla-
tion flow Va. In reality, dT/dr tends to be larger as κ⊥ is
reduced, and the hot-spot pressure also tends to be higher
(see the online supplemental materials in ref. [23]). The
net effect is still a reduced Va but it is not linearly propor-
tional to the reduction in κ⊥. In any case, magnetic insula-
tion does impede ablative stabilization. The key question

Fig. 3: (Colour on-line) Plots of temperature (a) and veloc-
ity (b) to illustrate ablation of the ice layer into the hot spot
due to thermal conduction. Note that the reduced-thermal-
conductivity case (factor of 5 reduction due to magnetic fields)
has a steeper gradient.

is to find a balance in which adequate thermal loss reduc-
tion is achieved while the RTI with k perpendicular to B
is still mitigated by ablative stabilization.

Unlike ablative stabilization, which comes at the ex-
pense of the hot-spot mass gain and hence temperature
cooling, the hot-spot viscous stabilization can reinforce
the magnetic stabilization for modes with k ‖ B and com-
plement the magnetic stabilization for modes with k ⊥ B
without the side effect of cooling the hot spot. It must
be noted that by itself, the hot-spot viscous stabilization
is the least effective of the three, so it can only play a
supplemental role in the overall mix mitigation strategy.
Since this stabilization mechanism hinges on a high ion
temperature on the hot-spot side of the gas-ice interface,
it would benefit from the mix-interface–aligned magnetic
field that inhibits thermal loss.

The complementary role of the three stabilization mech-
anisms for RTI at the gas-ice interface in the ICF param-
eter regime is quantified here. To illustrate the essential
physics, the spherical target is unfolded to 2-dimensional
(2D) planar geometry with the gas-ice interface at y = 0
for simplicity. As noted in the preceding text, RT in
the presence of a magnetic field takes on a distinctly
anisotropic character with respect to the magnetic field.
This allows us to judiciously use 2D (radial and magnetic-
field direction) simulations to study the magnetic stabi-
lization of RT for a wave vector parallel to the magnetic
field, and another set of 2D simulations (radial and per-
pendicular to the magnetic-field direction) to elucidate
the complementary role of the ablative stabilization of RT
with wave vector perpendicular to the magnetic field. It is
this geometrical separation of the RT physics by the com-
plementary roles of magnetic and ablative/viscous stabi-
lization that allows insightful 2D simulations which can
inform the 3D dynamics in a real target. The domain
size in x is chosen to approximate the circumference at
peak compression ∼ 200 μm across which the multimode
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Fig. 4: (Colour on-line) Plots of density for the Euler equations after 2.8 ns with no heat flux (a), for the Navier-Stokes
equations with no heat flux but disparate Re profile (b), for the MHD equations with no heat flux but with an in-plane B-field
for the magnetic stabilization of RTI (c), for the MHD equations with a magnetic field normal to the x-y plane (d), for the MHD
equations with a reduced perpendicular heat flux due to the out-of-plane B-field such that κ0/κ⊥ ∼ 10 (e), with a κ0/κ⊥ ∼ 20 (f).

perturbation is applied as in refs. [23,24]. The domain
size in y is chosen to be smaller than the hot-spot radius.
To model the conductive heat flow for ablative stabiliza-
tion, the hot spot is set up with a temperature profile
that satisfies κe

dT
dy = q0 = const, with electron thermal

conductivity κe ∼ T 5/2. The hot-spot temperature profile
then matches the constant temperature of the cold fuel
ice, Tc, at y = 0. This is shown in fig. 3(a) as a black line.
With a simulated uniform gravity, g, that is representative
of the capsule implosion, the density profile is found from
the force balance with p = (1 + 1/Zi)nekBT ,

dp

dy
=

ne

Zi
mig → d lnne

dy
=

mig

(1 + Zi)kBT
− d ln(kBT )

dy
.

To model the energy source of compressional heating in
a spherical implosion that sustains the ablative flow at
the gas-ice interface, a heat flux is introduced through
the boundary at y = −L by holding T fixed there.
When κe becomes small at the gas-ice interface due to
the T

5/2
e dependence, the heat flow, q0, directly sets

the ablation speed at the evolving gas-ice interface, as
shown in fig. 3. To be consistent with ICF implosions,
this ablation speed is matched to that typically observed
in 1D spherical implosion simulations of ignition-type
targets in HELIOS-CR. The value is found to be around
13–25 μm/ns, consistent with Betti et al. [25].

Simulations are performed using the same initial condi-
tions but with each of the RTI stabilization mechanisms
implemented in isolation and in combination. The results
are shown as density contours in fig. 4 where all contours
are plotted at t = 2.8 ns. Panel (a) is the conventional in-
viscid hydrodynamic simulation without thermal conduc-
tion and magnetic fields, and is shown to produce a robust
RTI solution forming a large mixing layer. The case with
hot-spot ion viscous stabilization is shown in panel (b),

with a Reynolds number profile similar to fig. 1. Despite
the Reynolds number in the ice being turbulent, Re ∼ 104,
the laminar Re ∼ 102 in the gas mostly regularizes the
fine-scale RTI and slows RTI growth.

Figure 4(c) presents the solution with a large external
in-plane magnetic field as studied in ref. [14] but for the
new initial condition profile from fig. 3. It is important
to note that a 1000 tesla field at the onset of decelera-
tion corresponds to a 10 tesla initial seed field after the
target is compressed by a factor of ten. Such compres-
sional gain in field strength has been observed in labo-
ratory experiments [16,26–28]. The ∼ 1000 tesla in-plane
magnetic field at the onset of deceleration, which is used
as the initial condition for our simulations, grows due to
the MHD dynamo [29–31] and damps short-wavelength
RTI significantly as expected [17,32,33]. Furthermore, the
resulting large in-plane magnetic fields slow the growth
of long-wavelength modes. As shown in ref. [14], the
plasma β ∼ O(102) (ratio of plasma pressure to magnetic
pressure) when the magnetic fields affect the dynamics of
the RTI. The plot shows that the mixing layer length is
greatly reduced with only longer-wavelength modes grow-
ing slowly.

As previously noted, the magnetic field does not have a
stabilizing effect for RTI modes with k · B = 0, because
such modes do not induce field line bending. This is veri-
fied in fig. 4(d) where a similarly strong magnetic field nor-
mal to the x-y plane does not impede the RTI growth at
all. Here, the ablative stabilization, which has the undesir-
able property of increasing the hot-spot mass and lowering
its temperature but is independent of the direction of k,
can have a complementary role in reducing RT mix. Since
the ablation flow speed is directly proportional to the heat
flow, there is also a competition between magnetic and ab-
lative stabilization because an interface-aligned magnetic
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field impedes the heat flow across the interface, and hence
reduces va and the effectiveness of ablative stabilization.
To resolve this competition, 2D simulations are performed
with magnetic field normal to the x-y plane to introduce
a κ⊥ that is many times smaller than the unmagnetized
value κ0. It is important to note that the interface align-
ment of magnetic fields via MHD dynamo is only effective
around the interface, which is stretched by the RTI. Fur-
thermore, the magnetic field inside the hot spot is both
weaker (since there is less stretching) and not properly
aligned, so the effective radial thermal conductivity is still
about κ0. Hence, the simulation domain [−L, L] is cho-
sen such that L is smaller than the hot-spot size. For
the same reason, the plasma temperature is held fixed at
the two boundaries since an insulating layer would act as
a transport barrier and maintain a high temperature at
y = −L (hence a smaller temperature gradient across the
remaining part of the hot spot) in order to be consistent
with the reduced hot-spot thermal energy loss.

With this simulation setup, the competition between
magnetic insulation and ablative stabilization can be re-
solved by varying Bz and hence κ⊥ while holding fixed the
plasma temperature at y = −L and y = L. Figure 4(e)
shows the case of κ⊥/κ0 = 0.1, where, despite a decrease in
va, the ablative stabilization reduces the RTI growth sig-
nificantly. It is important to note that the density gradient
is significantly reduced compared with the unmagnetized
plasma because κ⊥ ∼ T −1/2 as opposed to κ0 ∼ T 5/2,
which produces a more gradual variation in temperature
and hence density for an isobaric plasma.

As expected, if κ⊥ is further decreased by a stronger Bz,
the ablative stabilization becomes less effective as demon-
strated in fig. 4(f) for κ⊥/κ0 ≈ 0.05. The RTI mode
growth is still significantly slower than that of the un-
magnetized case, fig. 4(a), but appreciably stronger than
the κ⊥/κ0 ≈ 0.1 case, fig. 4(e). In the limit of a really
small κ⊥ such that κ⊥/κ0 < 0.01, the RTI growth essen-
tially recovers the case in panel (a). This is a limiting case,
from fig. 2, that is only relevant for sub-ignition targets,
which have too low a density and a temperature to be of
a practical concern.

Figure 5 shows the effect of isolating thermal conduc-
tion on the RT growth and the ablation front. Note that
without magnetic fields, the thermal conduction is very
large and for the same time of 2.8 ns as in fig. 4, the abla-
tion front has penetrated significantly into the ice without
RT development in the specific case considered. While
this has the effect of mitigating the RT mix almost com-
pletely, it does so at the expense of significant hot-spot
mass gain and associated hot-spot cooling, which can be
a detrimental factor for an implosion platform that is at
the marginal ignition boundary.

It is important to note that the findings reported here
are from a physics study, which is greatly facilitated by
a simplifying planar geometry. The study is the first
to establish the synergistic role of three distinct physi-
cal mechanisms, namely magnetic, ablative, and viscous

Fig. 5: (Colour on-line) Density evolution at 2.8 ns for the same
scale as shown in fig. 4 in the presence of thermal conduction
only without any effect of magnetic fields and viscosity. Note
that the RT does not get a chance to develop at all; however,
there is a significant amount of mass ablated from the ice into
the hot spot. This can be seen from the location of the ablation
front here that is well into the ice layer.

stabilization, in mitigating mix for ICF. This hopefully
helps in motivating the actual spherical target design to-
wards fielding an implosion experiment. Specifically our
physics findings suggest that mitigating the RT mix in
a spherical target is a two-step process that trades long-
wavelength RT of modestly increased mix interfacial area
for RT turbulence which can have enormously amplified
mix interfacial area. The first step is the rapid develop-
ment of a long-wavelength RT mode that amplifies and
aligns a magnetic field with the gas-ice interface. This
crucially depends on the stretch-and-fold MHD dynamo
mechanism associated with the long-wavelength RT that
aligns the magnetic field with the mix interface for an ini-
tial magnetic field that intercepts the gas-ice interface at a
large angle. Once such electron-magnetizing and interface-
aligned field is in place, the second step is the search for a
balance among reduced ablative stabilization, anisotropic
magnetic stabilization, and the ion viscous stabilization
which relies on a high-temperature hot spot. Our simula-
tion results indicate the existence of a parameter regime
for such a synergistic effect of three separate physical
mechanisms. The fact that the initial anisotropic abla-
tion, due to a misaligned magnetic field with respect to
the mix interface in a spherical target, can promote the
initial growth of long-wavelength RT, is a physics sub-
tlety that actually helps expedite the dynamic alignment
process.

In summary, magnetic and ablative stabilization have
been shown to work in tandem to mitigate the RTI growth
at the gas-ice interface for k both parallel and perpendic-
ular to B. Once the ignition temperature is reached, the
hot-spot ion viscous stabilization can also be appreciable.
It is emphasized that the magnetic stabilization is partic-
ularly useful because, in addition to stabilizing the modes
with k parallel to B, it also reduces the thermal loss across
the gas-ice interface by aligning itself, via MHD dynamo,
to the mix interface. The magnetic insulation does reduce
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the heat flow into the ice and results in a smaller abla-
tion flow. But for parameters of ignition interest, where
κ⊥/κ0 ∼ 0.1, the ablation flow is still significant enough to
drastically reduce the RTI growth of modes with k·B = 0.
This is also aided by the fact that the different scaling of
κ⊥ with respect to T naturally produces a weaker gradient
in T and hence density n, which has long been known to
be stabilizing [12,34] for a large Lm in eq. (2).
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