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Abstract – Understanding and simulating how a quantum system interacts and exchanges in-
formation or energy with its surroundings is a ubiquitous problem, one which must be carefully
addressed in order to establish a coherent framework to describe the dynamics and thermodynam-
ics of quantum systems. Significant effort has been invested in developing various methods for
tackling this issue and in this Perspective paper we focus on one such technique, namely collision
models, which have emerged as a remarkably flexible approach. We discuss their application to
understanding non-Markovian dynamics and to studying the thermodynamics of quantum sys-
tems, two areas in which collision models have proven to be particularly insightful. Their simple
structure endows them with extremely broad applicability which has spurred their recent experi-
mental demonstrations. By focusing on these areas, our aim is to provide a succinct entry point
to this remarkable framework.
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Introduction. – Try as we might, we can never fully
prevent a quantum system from interacting with its sur-
roundings. This simple observation motivates the need to
develop a framework for assessing how a given system ex-
changes information and/or energy with other degrees of
freedom, i.e., its environment. Drastic simplifications can
be achieved if, for example, the system and environment
are sufficiently distinct in terms of evolution time scales
and relative size. Under such circumstances the environ-
ment acts as a sink into which information and energy can
flow irretrievably. This process characterises as a memo-
ryless or “Markovian” dynamics and a closed dynamical
equation of motion for the system can be expressed in
the celebrated GKSL form [1]. While this represents an
extremely powerful approach, it nevertheless leaves signifi-
cant questions unanswered. Indeed in general, one cannot
assume that the system and environment remain uncor-
related throughout the dynamics or that the system has

no effect on the environment’s evolution. Thus, there has
been a significant effort invested into developing a more
complete description of open quantum system dynamics
that capture non-Markovian features [2,3].

Beyond studying the dynamics of a quantum system,
understanding exchanges of information and energy be-
tween a system and its environment is also crucial in or-
der to devise a proper thermodynamic framework. While
quantum definitions of work and heat have been devel-
oped, these concepts are still being refined for generic
dynamics. For simple Markovian settings, a meaningful
thermodynamic description can be established by focus-
ing solely on the system’s degrees of freedom [4]. How-
ever, this is no longer true for more general dynamics, e.g.,
strong coupling and non-Markovian cases, where the envi-
ronment plays a more active role in the ensuing evolution.

It should be clear that for an arbitrary setting, the
assessment of the dynamics and the thermodynamics
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necessitates at least partial information regarding the en-
vironmental degrees of freedom. In this regard, collision
models (CMs), also equivalently known as repeated inter-
action schemes, have emerged as a versatile tool. They are
built on the idea to discretise in time a reduced dynamics,
further initially simplifying to the extreme the modelling
of the environment, to be seen as a collection of identi-
cal and independent units, later restoring in a controlled
way a more realistic modelling, and possibly a continuous
time limit. This Perspective paper aims to be a primer
for the interested reader to show how CMs provide a use-
ful framework for modelling open system dynamics in a
controllable manner, allowing for the introduction of sim-
ple mechanisms for memory effects and also providing an
elegant means for exploring the thermodynamics of quan-
tum systems. While we will provide the basic ingredients
of CMs, in what follows we will focus on what we feel are
some particularly insightful applications and refer, e.g., to
refs. [5–7] and the forthcoming comprehensive review [8]
for more complete technical details.

Collision models. – At the price of some arbitrari-
ness, we can set the birth of CMs as they are used in re-
cent literature to a paper published by Jayaseetha Rau
in 1963 [9]. In this work she suggested a strategy for
the treatment of the stochastic dynamics of quantum-
mechanical systems, i.e., an open quantum system dynam-
ics in current terminology. Be it because the field of open
quantum systems was still to take shape or be it because
simple tools for numerical implementations were not as
accessible as now, this seminal contribution was forgotten
for decades, becoming appreciated only very recently.

CMs rose to popularity at the beginning of this cen-
tury, starting with refs. [10,11]. It is interesting to note
that these contributions, while insisting on the same for-
malism as Rau, already brought in two important novel
ingredients. On the one hand, they aimed to create a
bridge between an open quantum system viewpoint and a
quantum information one, where a CM picture naturally
appears considering the repeated actions of a channel. In
particular, attention was drawn to the role of quantum
correlations, such as entanglement, which despite the con-
cept tracing back to Schrödinger, still had yet to enter the
stage when ref. [9] appeared, let alone more general quan-
tum information concepts. On the other hand, the setting
was already a thermodynamic one, devoted to the study
of a thermalising machine.

Other applications in open quantum systems soon
appeared [5,12] and were followed by a rapid growth of
works exploiting a CM approach. A line of research that
soon developed was the use of CMs as a starting point
for the derivation of master equations [13–20]. The basic
aim was to overcome the limitations intrinsic in the
hyphothesis leading to master equations in Lindblad
form, such as the separation of time scales, allowing to
consider also situations beyond weak coupling and high
temperature so as to include memory effects. As a result

different new structures of master equations both in
time-local and integro-differential form describing trace-
preserving and completely positive dynamics which are
not of semigroup form have been devised. A related use
of CMs is as paradigm for the description of quantum
transport [21–23], in which the use of standard Lindblad
master equations has also shown important shortcom-
ings [24]. To name a few other directions we recall
the use of CMs in the description of random interac-
tions [25–30], in modelling quantum synchronisation [31],
information scrambling [32], thermometry [33], quantum
steering [34], entanglement generation [35], stroboscopic
implementation of and non-Markovian effects on heat
engines/refrigerators [36–39], entropy production [40],
classical objectivity [41,42], quantum memories [43] and
thermalisation [44,45].

Two important disclaimers have to be kept in mind.
Firstly, as should be immediately obvious, the idea of
modelling a physical phenomenon in terms of interactions
taking place sequentially is recurrent in the literature and
can be found, albeit with different formalisations, in many
contexts. As an outstanding example we recall the case of
the micromaser [46,47], in which the interaction of a mode
of the electromagnetic field confined in a high-quality cav-
ity with a collection of atoms flying through the cavity
naturally fits the CM viewpoint and also allows a well-
defined time continuous limit [15]. A second crucial issue
is connecting a CM description, where a notion of time
is captured by the discrete number of steps passed, to a
proper continuous time limit. These links are important
for establishing a clear-cut connection to real physical sys-
tems, together with a microscopic interpretation. In this
regard, such a viewpoint has already been successfully de-
veloped for the memoryless case, leading to measurement
interpretations of a Markovian open quantum system dy-
namics [48,49]. It remains an intriguing and fundamental
open question whether a CM approach can help in devis-
ing a measurement interpretation also for non-Markovian
open system dynamics.

Basic framework. In CMs one is interested in the dy-
namics of a quantum system, S, interacting with quantum
environmental degrees of freedom, described making refer-
ence to two basic assumptions: i) the environment is made
up of a collection of identical auxiliary units, Ei, (often
called ancillas); ii) the system interacts sequentially and
in a unitary fashion with distinct units. In the simplest
setting one assumes all units to be initially uncorrelated,
so that the total initial state reads

ρSE(0) = ρS(0) ⊗ ρE1 ⊗ ρE2 ⊗ . . . , (1)
where all ρEi describe the same state, and the interaction
between system and k-th unit is described by the map
USEk

, corresponding to a fixed unitary evolution of dura-
tion τ , the collision time. After n steps the reduced state
of the system simply reads

ρS(nτ) = TrEn...E1USEn . . . USE1ρSE(0) ≡ ΦnρS(0),
(2)
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Fig. 1: CM schematics for the basic setting in which the system
thermalises, with growing number of interactions, in a Marko-
vian manner with the environment. The arrows denote time
as described by number of collisions.

where we have introduced the completely positive trace-
preserving map Φ, ΦσS ≡ TrEUSEσS ⊗ ρE , whose powers
determine the system evolution. In physical terms, the
system first interacts, for a fixed time and with arbitrary
strength, with an environmental unit. It then moves on
to undergo another collision with a distinct unit, uncor-
related from the previous one, thus conveying the idea of
a memoryless bath, in which interaction events take place
independently. This simple picture allows, for example,
to account for thermalisation as described by a Lindblad
master equation [7,12], as visualised in fig. 1.

A first advantage in the description of a dynamics in
terms of CMs is their easy and natural numerical imple-
mentation, relying on the repeated application of a fixed
transformation. Most importantly, additional freedom is
available to modify, in a controlled way, features of the
environment and of the interaction. Indeed, one can in-
troduce initial correlations between system and environ-
ment, as well as correlations between environmental units.
These correlations, that can be of both classical and quan-
tum nature, play a crucial role in affecting the reduced
system dynamics, and their occurrence is also related to
the presence of memory effects, as we shall discuss in the
next section. One can further consider different layers of
environmental units as well as structured systems or a
mediated interaction between system and units. All these
different features allow for a rich modelling of the dynam-
ics. In particular, in a CM one can partly or fully erase
the correlations established between S and k-th unit Ek

in between collisions, so as to make possible the assess-
ment of the role of these correlations in influencing and
characterising the reduced dynamics. Two other impor-
tant ingredients entering the description of the CM are
the introduction of a random distribution of the elemen-
tary interaction events in time, as well as an intermedi-
ate time evolution or rearrangement of the environmental
units in between subsequent collisions. Note that these
collisions are often conveniently described in terms of a
SWAP or CNOT operation, naturally arising in quantum
information processing.

In view of this brief presentation, it appears that CMs
prove to be useful in exploring the role of quantum
coherences and quantum correlations in their interplay

with environmental features in affecting properties of the
reduced system dynamics. In this spirit we will now briefly
introduce two research topics in which CMs have already
been usefully exploited: quantum non-Markovianity and
quantum thermodynamics.

Non-Markovian dynamics. – A full-fledged treat-
ment of open system dynamics besides the standard
description of dissipation and decoherence effects must in-
volve the analysis of memory effects. The characterisation
of non-Markovianity in quantum systems is very challeng-
ing, since the classical probability treatment cannot be
applied due to the roles of measurement and coherences.
New strategies have therefore been devised [2], and we
will make reference to an approach based on the informa-
tion exchange between system and environment [3]. The
key quantity in this approach is a quantifier of the distin-
guishability between states D(�, σ), contractive under the
action of a completely positive trace-preserving map and
with the metric property

D(Φ[�], Φ[σ]) � D(�, σ), (3)
D(�, σ) � D(�, τ) + D(τ, σ), (4)

such as the trace distance [50]

D(�, σ) = 1/2 Tr |� − σ|, (5)

or the square root of the Jensen-Shannon divergence

J(�, σ) =
1√
2

[
S

(
�,

� + σ

2

)
+ S

(
σ,

� + σ

2

)]1/2

, (6)

with S(·) the quantum relative entropy, as recently sug-
gested [51]. The basic statement is that the distinguisha-
bility quantifier D(�S(t), σS(t)), with �S(t) and σS(t)
states of the reduced system at time t corresponding to
the two distinct initial conditions �S(0) and σS(0), pro-
vides the locally accessible information, doomed to de-
crease for a Markovian dynamics, in which the system
looses information to the environment. In the presence
of memory effects this distinguishability can undergo re-
vivals, due to information coming back to the system and
allowing to better tell the difference between two evolved
system states. These revivals in time obey the following
important upper bound [3,52]:

D(�S(t), σS(t)) − D(�S(s), σS(s)) � D(�E(s), σE(s))
+D(�SE(s), �S(s) ⊗ �E(s)) + D(σSE(s), σS(s) ⊗ σE(s)),

(7)

where t � s and S, E denote system and environment re-
spectively, telling us that memory effects are linked either
to the establishment of system-environment correlations
(recall that the initial state is assumed to be factorised),
or to changes in the state of the environment.

Starting from [13], CMs have proven a useful arena
for the study of non-Markovianity in quantum system
dynamics, in that they allow to engineer the details of
the interaction, so as to be able to trace back the physical
mechanisms leading to revivals in trace distance or other
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distinguishability quantifiers. The reference setting is al-
ways given by the paradigmatic Markovian modelling
identified by eqs. (1) and (2) and depicted in fig. 1. Mem-
ory effects can then be naturally introduced by removing
independence between subsequent collisions. A simple
but effective strategy in this respect is the inclusion of
interactions between neighbouring environmental units,
which can be described by a stochastic SWAP opera-
tion, to be implemented either as a coherent or as an
incoherent transformation taking place with a given prob-
ability [53–55], thus allowing to control its effect. The non-
Markovianity introduced in such a way can be observed by
studying as a function of time a suitable measure, e.g., the
trace distance equation (5), between initially distinct sys-
tem states, memory effects being associated to revivals of
this quantity. All the more, in these kinds of CMs one can
also investigate how removing, partially or fully, the cor-
relations established by the interaction between the sys-
tem and a single environmental unit gradually washes out
memory effects [55]. Collisions can also take place with
many environmental units at once, thus allowing to model
them as composite systems [56], as well as more than one
layer of environmental units, so as to describe a structured
environment [19]. This approach allows to better study
the role of correlations and their partial erasure. In par-
ticular it allows to introduce additional figures of merit for
non-Markovianity, such as the memory depth [38,57–59],
which quantifies the amount of environmental degrees of
freedom that should be kept track of in order to obtain
a Markovian description for the dressed system. In such
a way one can also clarify that it is not the presence of
correlations per se which warrants non-Markovianity, but
rather their influence on the reduced state, indeed differ-
ent correlations and environmental changes can lead to the
very same reduced dynamics [60].

Clearly memory effects can be simulated in a variety
of manners. Collisions taking place between environmen-
tal units before the system interacts with the subsequent
unit can allow to accurately reproduce the dynamics of
time-continuous non-Markovian systems, which typically
corresponds to solutions of memory kernel master equa-
tions [15,61]. This further allows to connect with repeated
measurement models and quantum trajectories [16,62–64].
In a similar framework one can also naturally introduce a
notion of memory as an intermediate unit, possibly of a
different dimension, that mediates the interaction between
system and reservoir [65]. Another natural strategy is the
introduction of correlations in the initial environmental
state [18,66,67]. This medley of routes for introducing
non-Markovianity in a controlled manner, having the free-
dom to change features of the environment or influence
the established correlations, strengthens the connection
between non-Markovianity and its physical interpretation
in terms of the three contributions that upper bound the
distinguishability revivals in eq. (7). These quantities act
as precursors of non-Markovianity [68], and allow for its
quantitative study.

Quantum thermodynamics. – Another area which
has significantly benefited from both the simplicity and
versatility of CMs is quantum thermodynamics. Consider
the first law,

ΔE = ΔW + ΔQ, (8)
where ΔE is the total change in energy, ΔW is the work
which is associated to changes in the total Hamiltonian
and ΔQ accounts for the heat. For a single system weakly
coupled to a thermal bath, these quantities can be readily
determined solely based on the system degrees of freedom
and a fully consistent thermodynamic framework can be
established [4]. However, in more general settings, ensur-
ing the correct energetic and entropic accounting is cru-
cial to avoid apparent violations of the thermodynamic
laws. An exemplary case is when two mutually interact-
ing systems of interest are coupled to their own respective
thermal baths, with the baths at different temperatures.
As shown in ref. [23], if the dynamics is described by lo-
cal Lindblad master equations, apparent violations of the
second law occur. Despite describing a perfectly physical
dynamics, the local description nevertheless fails to prop-
erly account for the energetic and entropic fluxes in play,
and rather a global approach must be employed.

Remarkably, the local approach can be faithfully recon-
ciled with the laws of thermodynamics by employing a CM
description [69]. Assuming the system is described by the
total Hamiltonian HS =

∑2
i=1 HSi + HI , where HI is the

interaction between the subsystems, it can be shown that
a CM with thermal environmental units and energy pre-
serving system-unit interactions results, in the continuous
time limit, in the local master equation description at first
order in the system-reservoir interaction time [69]. This is
sufficient to ensure that local detailed balance is preserved,
i.e., the energy extracted from the system by virtue of
the collision is entirely transferred into the environmen-
tal unit. This condition can be succinctly expressed as
[HSi + HEi , Vi] = 0, where HEi is the environmental unit
Hamiltonian and Vi is the system-unit interaction. How-
ever, considering the total Hamiltonian, due to the interac-
tion HI between the two systems, in general, global detail
balance is lost, i.e., [HS + HE , V ] = [HI , V ] �= 0. The
discrepancy can then be fully accounted for by carefully
assessing the energetics. In particular, while in the local
master equation picture one can assume all Hamiltonians
are time independent and therefore there is no work be-
ing performed, in the CM picture we clearly must account
for the switching on and off of the system-environment
interaction during each collision

δW =
∫ (n+1)τ

nτ

〈∂tHtot〉dt. (9)

This “switching” work is inaccessible in the local mas-
ter equation description and therefore, despite being
a convenient description for other dynamical features,
the local approach misses key ingredients in describing
the thermodynamics. However, when eq. (9) is prop-
erly accounted for one recovers the correct energy balance
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according to the first law, eq. (8) [6,69,70]. Thus, when
the switching work is identically zero the local master
equation approach accurately captures also the thermo-
dynamics. A similar picture applies when considering
boundary driven many-body systems, where again the lo-
cal approach generally fails to accurately describe the cor-
rect thermodynamics [70–72].

Beyond providing an insightful route to resolving ap-
parent inconsistencies in modelling the dynamics of open
quantum systems, CMs provide a convenient and uni-
fied framework for the thermodynamic description of more
general settings. As already noted, a single system of in-
terest coupled to a large thermal bath will simply ther-
malise. However, if the system is also coupled to a stream
of environmental units, the system is driven out of equilib-
rium and therefore, this kind of coupling, well modeled in
a CM framework, can equally be viewed as either a second
environment to which the system is coupled or a resource
of non-equilibrium free energy. In order to correctly ac-
count for the energetic exchanges at play one must again
carefully account for the switching work associated with
the turning on and off of the system-environment inter-
actions. By having access to some environmental degrees
of freedom, a sharper formulation of the second law for
non-equilibrium systems can then be derived [6],

ΣS ≡ ΔSS + ΔSEi − βQ ≥ IS:Ei ≥ 0, (10)

where ΣS is the entropy production during a collision,
ΔSS(Ei) is the change in von Neumann entropy for the sys-
tem (environmental unit), Q is the heat exchanged with
the thermal bath at inverse temperature β, and IS:Ei is
the correlation, measured via the mutual information, es-
tablished between S and Ei due to the collision. It is
interesting to note that, since an environmental unit only
ever interacts with the system once before being discarded,
these correlations are immaterial in dictating the ensuing
dynamics of the system, however, they play a key role in
the thermodynamics [58].

That CMs allow for (at least partial) access to the envi-
ronmental degrees of freedom endows them with a greater
scope than other more phenomenological approaches in
establishing a consistent thermodynamic description of an
open system dynamics. For a system coupled to a CM en-
vironment it is clear that there are a priori no constraints
on the strength or form that the system-environment in-
teraction can take, in particular one is not constrained to
consider the partial SWAP for instance. This in turn al-
lows for a complete characterisation of the available steady
states and the associated thermodynamics in regimes be-
yond the scope of other approaches [73–76]. For thermal
environmental units and the partial SWAP interaction,
the system will reach equilibrium, or homogenise, with the
bath. This is the only interaction for which the switch-
ing work, eq. (9), is identically zero. For other interac-
tions the system is generally driven to a non-equilibrium
steady state maintained by non-zero steady state heat and
work fluxes. Once again, by virtue of the microscopic

description afforded by the CM, the source of these fluxes
is traced back to the work cost associated in switching on
and off the system environment interaction [73,75], and
thus, the CM provides an elegant demonstration of the
house-keeping heat and work [73]. A wide range of non-
equilibrium steady states are accessible, including those
with coherence in the energy eigenbasis or temperature
inverted states, simply by tuning this interaction term.
Both these classes of states are so-called non-passive or
active states which have a non-zero amount of extractable
work associated to them. As such they are remarkable
considering they can be seen as the result of a system cou-
pled to a Markovian thermal bath. It is worth stressing
this point. At first glance, the availability of such steady
states might appear to violate the second law by allowing
for extractable work from a single thermal bath. However,
the CM description provides the necessary insight to re-
assess the energetics at play and reconcile the availability
of these states with the known laws of thermodynamics,
again, simply by accounting for the external work invested
due to the switching on and off of the interaction.

The availability of non-passive steady states, and the as-
sociated thermodynamic analysis, has interesting practical
considerations. By engineering the system environment
interaction, a quantum system functioning as a battery
can be charged via a dissipative process that, crucially,
does not waste energy [77]. The trick is to find a form of
interaction that leads to a temperature-inverted steady
state, i.e., a steady state which does not require non-
equilibrium heat or work fluxes to maintain it. Consider
for example a system (environmental unit) with Hamil-
tonian HS(Ei) = ωσ

S(Ei)
z with their mutual interaction,

V . Assuming that all the Ei’s are in thermal states then
if [HS + HEi , V ] = 0 the system will simply reach equi-
librium and the associated heat and work fluxes vanish.
However, for V = σx ⊗ σx − σy ⊗ σy, we find instead
that [HS − HEi , V ] = 0, which drives the system to a
temperature-inverted steady state that, unlike other non-
equilibrium steady states, has vanishing work and heat
fluxes. Therefore, once the battery system is charged no
further energetic cost is required to maintain it [77].

The fact that a consistent thermodynamic framework
can be readily derived by invoking a CM perspective fur-
ther elevates their role in exploring other fundamental
questions. A particularly fruitful line of work has em-
ployed CMs to better understand the delicate interplay be-
tween energy and information as captured by Landauer’s
principle, which states that the erasure of information
comes at an inescapable thermodynamic cost of heat dis-
sipated into the environment (or more accurately the non-
information bearing degrees of freedom). For a single
system in thermal equilibrium with a bath and consid-
ering the CM as an information reservoir [6], Landauer’s
principle can be formulated in terms of the energy required
to change the entropy of an environmental unit. If the sys-
tem is assumed to already be in the steady state, we obtain
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a Landauer-like expression directly from eq. (10) by set-
ting ΔSS = 0. The insight gained from CMs reveals the
non-trivial role that the S-Ei correlations play, fully con-
sistent with the quantum sharpening of Landauer’s princi-
ple [78]. In fact, through a CM approach these correlations
have been shown to be highly relevant in extending and
understanding information erasure and energy exchange
in multipartite systems [79] and the effects of structured
environments and non-Markovianity [80–82].

Final comments and future perspectives. – In this
Perspective paper we have highlighted how CMs have pro-
vided a convenient testbed for the theoretical analysis of
different phenomena in which the system of interest is in-
teracting with other environmental degrees of freedom. A
central question which deserves a critical assessment is the
adherence of CM evolutions to the dynamics of physical
systems. In the first instance it is clear that, apart from
special experimental configurations, the representation of
a physical process by a discrete time description can only
be an approximation. The conditions on the existence of a
well-defined continuous time limit should clarify the class
of dynamics that can be properly described by a given
CM. Nevertheless, the versatility of CMs make them a
very useful playground to understand which are the links
between specific features of the environment as well as the
interaction and the resulting reduced dynamics. This ad-
vantage is being thoroughly exploited in the investigation
of both non-Markovianity and quantum thermodynamics.
With regards to the former, the controlled insertion or re-
moval of correlations and modification of coherence and
correlation properties of the environment have been put
in relation to the onset of memory effects. The analysis of
the link between physical features and non-Markovianity
in engineered CMs allows for an easier assessment and
opens the way for their exploitation in real physical sys-
tems. While for the latter, access to environmental degrees
of freedom permits for the proper assessment of the en-
ergetic and entropic exchanges, allowing for a consistent
thermodynamic description. Let us stress that while a
precise and complete correspondence between a CM and
a physical system might not be available, CMs can still
provide a useful tool for the evaluation of specific observ-
ables and/or figures of merit.

Finally, we note that recent advances have shown that
several experimental platforms are very well suited to the
implementation of CMs [83–85] and that CMs can be
combined with other numerically advanced techniques to
tackle complex open system problems [86,87]. We there-
fore believe the diversity of phenomena that can be un-
derstood through the guise of a CM ensures that they will
prove invaluable in all aspects of quantum simulation.
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[31] Karpat G., Yalçınkaya İ. and Çakmak B., Phys. Rev.
A, 100 (2019) 012133.

[32] Li Y., Li X. and Jin J., Phys. Rev. A, 101 (2020) 042324.
[33] Seah S., Nimmrichter S., Grimmer D., Santos J. P.,

Scarani V. and Landi G. T., Phys. Rev. Lett., 123
(2019) 180602.

[34] Beyer K., Luoma K. and Strunz W. T., Phys. Rev. A,
97 (2018) 032113.
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Müstecaplıoǧlu Ö. E. and Paternostro M.,
Phys. Rev. A, 99 (2019) 012319.

[36] Pezzutto M., Paternostro M. and Omar Y., Quan-
tum Sci. Technol., 4 (2019) 052002.

[37] Molitor O. A. D. and Landi G. T., Phys. Rev. A, 102
(2020) 042217.

[38] Taranto P., Bakhshinezhad F., Schüttelkopf P.,
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