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#### Abstract

The coupling between a moving ground-state atom and the quantum electromagnetic field is at the origin of several intriguing phenomena ranging from the dynamical Casimir emission of photons to Sagnac-like geometric phase shifts in atom interferometers. Recent progress in this emerging field reveals unprecedented connections between non-trivial aspects of modern physics such as electrodynamic retardation, non-unitary evolution in open quantum systems, geometric phases, non-locality and inertia.
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The interaction between matter and the quantum electromagnetic field is particularly intriguing when motional effects play a major role. In the dynamical Casimir effect (DCE), photon pairs are emitted out of the vacuum state when neutral material surfaces are set into non-uniform motion [1-4]. DCE is usually considered within a macroscopic approach based on boundary conditions [5,6] or scattering matrices $[7,8]$ for the quantum field. On a more fundamental microscopic level, DCE can be described at the atomic scale [9-13] with the help of quantum optical Hamiltonian models for the atom-field coupling.

An analog of DCE with time-dependent boundary conditions led to an experimental demonstration in a superconducting waveguide [14]. However, when considering optimal experimental conditions with moving atoms [15] or cavity mirrors [16-23], the emission rates are still too small to allow for a direct experimental verification even when resonance conditions are met. Typical orders of magnitude are also prohibitively small in the closely related quantum friction effect [24-32].
An alternative route is to track indirect motional signatures instead of the scarcely emitted photons or the tiny friction force. In such context, moving atoms (rather than moving macroscopic particles) near material surfaces are ideally suited to probe DCE-like effects associated to the atom-surface interaction, as the latter provides a rich playground in quantum electrodynamics [33]. Timedependent atom-surface forces were obtained when considering a non-stationary internal atomic state [34-36]

[^0]or transient conditions for the material surface [37,38]. In this perspective paper, we review recent proposals and future directions in the emerging field of DCE with atoms, focusing on the time dependence resulting from the atomic (center of mass) external motion. Naturally, probing DCE-like signatures in the non-relativistic regime remains a challenging task that requires high-precision devices. Mach-Zender atom interferometers (AI) [39-41] and atom diffraction by material gratings [42-44] have successful track records of probing the atom-surface van der Waals (vdW) interaction potential including corrections from electrodynamic retardation [45]. As shown in this perspective paper, AI are indeed natural candidates for measuring the tiny phase shifts arising from the motion of atoms in the vicinity of material surfaces, thus revealing intriguing DCE-like aspects of the interaction with the quantum vacuum field.

The motional correction of the phase associated to individual paths in the AI can be cast as a geometric phase $[46,47]$ steered by the atomic center of mass, which is treated as an external prescribed parameter in the Hamiltonian describing the atom-field interaction. In addition, the atomic motion leads to a non-local contribution associated to pairs of paths, which results from cross-talks between the interferometer paths mediated by the material surface. In some cases, such non-local contribution can be of the same order of magnitude of the single-path geometric phase correction. We discuss two examples where the motional phase corrections are of particular interest, and provide re-interpretations of previously published results that point to possible future directions in the field.

We first review the microscopic dynamical Casimir photon emission by a single ground-state atom. Such problem allows us to introduce the concept of an interaction Hamiltonian parametrized by the position of the atomic center of mass, which we employ later to derive the motional atomic phases.

Microscopic dynamical Casimir effect. - Within the electric dipole approximation, the atom-field interaction is described by the Hamiltonian (for alternative models and a more general discussion see [48-50])

$$
\begin{equation*}
\hat{V}(\mathbf{r}(t))=-\hat{\mathbf{d}}^{A} \cdot \hat{\mathbf{E}}(\mathbf{r}(t)) \tag{1}
\end{equation*}
$$

where $\hat{\mathbf{d}}^{A}$ is the atomic dipole operator. As the electric field operator $\hat{\mathbf{E}}$ is taken at the position $\mathbf{r}(t)$ of the atomic center of mass, the latter plays the role of a continuous and prescribed parameter of the Hamiltonian $\hat{V}(\mathbf{r}(t))$, which turns out to be a key ingredient in all examples discussed in this paper. When considering moving atoms, it is in principle required to add the Röntgen correction $[51,52]$ to the dipolar Hamiltonian $\hat{V}(\mathbf{r}(t))$, so that the total interaction Hamiltonian reads $\hat{V}_{R}(\mathbf{r}(t))=\hat{V}(\mathbf{r}(t))-\hat{\mathbf{d}}^{A} \cdot \mathbf{v}(t) \times \hat{\mathbf{B}}(\mathbf{r}(t))$ to order $v / c$, where $\mathbf{v}(t)=\dot{\mathbf{r}}(t)$ and $\hat{\mathbf{B}}$ is the magnetic field.

We assume that the ground-state atom describes an harmonic motion with frequency $\omega_{\mathrm{cm}}$, a condition that can be met in one-dimensional optical dipole traps [53,54]. The smallest internal transition frequency is typically orders of magnitude greater than $\omega_{\mathrm{cm}}$. Therefore, energy transfer from the motion goes into the field channel only. In other words, motion-induced excitation of internal states $[9,10]$ is negligible in the adiabatic limit, and second-order parametric generation of dynamical Casimir photon pairs is dominant. The resulting microscopic DCE can be calculated to second-order of time-dependent perturbation theory from $\hat{V}_{R}(\mathbf{r}(t))$ [13]. Alternatively, one may calculate the DCE photon emission as a first-order effect of the effective Hamiltonian [9]

$$
\begin{align*}
\hat{H}_{\mathrm{eff}}(\mathbf{r}(t))= & -\frac{1}{2} \sum_{\mathbf{k} \lambda} \alpha\left(\omega_{k}\right)\left(\hat{\mathbf{E}}_{\mathbf{k} \lambda}+\mathbf{v}(t) \times \hat{\mathbf{B}}_{\mathbf{k} \lambda}\right) \\
& \cdot(\hat{\mathbf{E}}+\mathbf{v}(t) \times \hat{\mathbf{B}}) \tag{2}
\end{align*}
$$

where the sum is taken over the field modes defined by wave vector $\mathbf{k}$ and polarization $\lambda$ and $\alpha(\omega)$ is the atomic polarizability. The electric and magnetic field operators are calculated at the atomic position $\mathbf{r}(t)$ as in (1).

In order to demonstrate the equivalence between the descriptions by $\hat{H}_{\text {eff }}$ and by $\hat{V}_{R}(\mathbf{r}(t))$ as far as the field degrees of freedom (dofs) are concerned, we start in the comoving frame where the atom is instantaneously at rest. In this case, the Hamiltonian assumes the form obtained in ref. [55]. When transforming to the laboratory frame, we neglect terms of the order $(v / c)^{2}$ or higher to obtain (2).

Since $\hat{H}_{\text {eff }}(\mathbf{r}(t))$ is valid only up to order $v / c$, the term involving the magnetic field squared in (2) must be neglected for consistency. $\hat{H}_{\text {eff }}(\mathbf{r}(t))$ operates only on field states as virtual internal transitions are already
captured by the polarizability response function $\alpha(\omega)=$ $\sum_{e} 2 \omega_{e g}\left|\mathbf{d}_{e g}^{A}\right|^{2} /\left[3 \hbar\left(\omega_{e g}^{2}-\omega^{2}\right)\right]$, where $g$ and $e$ denote the atomic ground and excited states, respectively, with $\omega_{\text {eg }}$ representing the corresponding transition frequencies and $\mathbf{d}_{e g}^{A}=\langle e| \hat{\mathbf{d}}^{A}|g\rangle$ the transition dipole matrix elements.

As $\hat{H}_{\text {eff }}(\mathbf{r}(t))$ is quadratic in the field operators, it describes photon pair production at first order of perturbation theory. The results are identical to the secondorder ones obtained from $\hat{V}_{R}(\mathbf{r}(t))$. On the other hand, higher-order contributions from the exact Hamiltonian $\hat{V}_{R}(\mathbf{r}(t))$ involve more than one atomic excited state, which is clearly not covered by the polarizability function $\alpha(\omega)$. Thus, the validity of $\hat{H}_{\text {eff }}(\mathbf{r}(t))$ is limited to first-order perturbation theory, which is precisely the one required to calculate the DCE photon production rate.

Indeed, the probability for creation of the two-photon state $\left|1_{\mathbf{k}_{1} \lambda_{1}} 1_{\mathbf{k}_{2} \lambda_{2}}\right\rangle$ is obtained from $\left.\left|\langle 0| \hat{H}_{\text {eff }}\right| 1_{\mathbf{k}_{1} \lambda_{1}} 1_{\mathbf{k}_{\mathbf{2}} \lambda_{2}}\right\rangle\left.\right|^{2}$. In the rotating wave approximation and coarse-graining over a time scale much longer than $\omega_{\mathrm{cm}}$, the photon pairs must satisfy energy conservation with $c\left(k_{1}+k_{2}\right)=\omega_{\mathrm{cm}}$. We then evaluate the angular photon distribution by adding over all two-photon states compatible with energy conservation and containing a photon with the required energy and direction. When considering a collection of atoms moving in phase so as to mimic the oscillation of a material planar surface, translation symmetry along any direction parallel to the surface also requires the conservation of momentum parallel to the surface, $\mathbf{k}_{1 \|}+\mathbf{k}_{2 \|}=0$. In this case, the qualitative features of the angular distribution obtained from boundary conditions for a perfectreflecting plane [6] are re-obtained as a limiting case of a more general configuration representing spatiotemporal modulations of a surface [13].

We now focus on the total photon emission rate, which is obtained by integration of the angular and frequency spectra. We write the total photon emission rate in terms of the amplitude of oscillation $r_{\text {max }}$ and of the peak velocity $v_{\max }=\omega_{\mathrm{cm}} r_{\max }$. The static polarizability is written in terms of a typical atomic length scale $a$ as $\alpha(0)=4 \pi \epsilon_{0} a^{3}$, where $\epsilon_{0}$ denotes the vacuum permittivity. We find a total emission rate given by [9] $\Gamma=(23 / 5670 \pi)\left(a / r_{\max }\right)^{6}\left(v_{\max } / c\right)^{8} \omega_{\mathrm{cm}}$, which is clearly many orders of magnitude smaller than $\omega_{\mathrm{cm}}$. Given the minuteness of the photon emission effect, we look for alternative traces left by the atomic motion in the context of AI, as discussed in the next paragraph.

Berry is late. - We consider below the AI configuration used in refs. [39-41] to measure the quasi-static atomsurface vdW interaction: a two-path AI with one path propagating near a material surface, while the other path evolves far away and is thus immune to the surface interaction. Here, we focus on the DCE-like phase correction resulting from the relative motion between the propagating atoms and the surface. We provide below two complementary and equivalent interpretations of the motional phase correction, based either on the concept of finite interaction
time or on a geometric argument à la Berry, respectively.
We first recall the expressions for the full vdW phase and for its quasi-static approximation. The vdW phase acquired by an unpolarized atom evolving during the time $T$ can be written as a second-order Dyson term [56]
$\phi=\operatorname{Re}\left[\frac{i}{\hbar^{2}} \int_{-T / 2}^{T / 2} \mathrm{~d} t \int_{-T / 2}^{t} \mathrm{~d} t^{\prime}\langle 0| \hat{V}(\mathbf{r}(t), t) \hat{V}\left(\mathbf{r}\left(t^{\prime}\right), t^{\prime}\right)|0\rangle\right]$.
This expression is simplified by the fact that, in the considered AI configuration, only one path effectively interacts with the surface. When two or more paths propagate in the vicinity of the surface, one may also obtain non-local phases involving two paths at a time [56-58], as discussed later in this paper. The position $\mathbf{r}(t)$ refers to the instantaneous average value of the position operator for the AI path near the surface, i.e., $\mathbf{r}(t)=\langle\hat{\mathbf{r}}(t)\rangle$. We have taken the dipolar Hamiltonian (1) (in the interaction picture) as the contribution from the Röntgen correction to the motional phase shift is negligible in the examples discussed here. Apart from the atomic motion, we assume the system to be stationary and that the atom remains in its ground state, with $|0\rangle$ denoting the combined atomic internal and (vacuum) field state. Generalizing to thermal states at arbitrary temperatures is straightforward. Nonequilibrium configurations [59-63] can also be investigated along similar lines.
The quasi-static vdW phase is then obtained as a limiting case of eq. (3) by "freezing" the external atomic motion during the atom-surface interaction process mediated by a virtual photon. More precisely, the quasi-static result is derived by approximating $\mathbf{r}\left(t^{\prime}\right) \approx \mathbf{r}(t)$ in eq. (3), so that both dipolar Hamiltonians are taken at the same position. As a result, eq. (3) leads to the known quasi-static phase (see ref. [56] for a detailed derivation)

$$
\begin{equation*}
\phi^{\mathrm{qs}}=-\frac{1}{\hbar} \int_{0}^{T} \mathrm{~d} t U_{\mathrm{vdW}}(\mathbf{r}(t)) \tag{4}
\end{equation*}
$$

where $U_{\mathrm{vdW}}(\mathbf{r}(t))$ is the van der Waals potential describing the atom-surface interaction at the instantaneous position $\mathbf{r}(t)$. When approximating the total vdW phase (3) by its quasi-static limit (4), we neglect the variation of the atomic position during the time delay $\tau=t-t^{\prime}$ corresponding to the elapsed time it takes for a virtual photon to propagate from the atom to the surface, scatter and propagate back. For instance, in the case of a perfectly reflecting planar surface, the delay is simply the roundtrip light time $\tau=2 z / c$, with $z$ representing the atomsurface distance. More generally, real materials exhibit a finite electrodynamic response time, making the total time delay $\tau$ longer than the round-trip light time.

It is instructive to write the total vdW phase (3) in terms of the time delay $\tau$ so as to emphasize its role. In ref. [58], the total phase (3) was recast in the form (4) by substituting the instantaneous vdW potential $U_{\mathrm{vdW}}(\mathbf{r}(t))$ by its coarse-grained version defined as
follows: $\bar{U}_{\mathrm{vdW}}(\mathbf{r}(t))=\frac{1}{\tau(t)} \int_{t}^{t+\tau(t)} \mathrm{d} t^{\prime} U_{\mathrm{vdW}}\left(\mathbf{r}\left(t^{\prime}\right)\right)$. The coarse-graining over the time delay $\tau$ captures the intuitive notion that the whole set of atomic positions during the finite interaction time should be taken into account in order to estimate the atomic phase resulting from the atom-surface interaction, since the latter does not resolve an instantaneous atomic position. The motional phase correction $\phi^{\text {mot }} \equiv \phi-\phi^{\mathrm{qs}}$ is then written as

$$
\begin{equation*}
\phi^{\mathrm{mot}}=-\frac{1}{\hbar} \int_{0}^{T} \mathrm{~d} t\left(\bar{U}_{\mathrm{vdW}}(\mathbf{r}(t))-U_{\mathrm{vdW}}(\mathbf{r}(t))\right) \tag{5}
\end{equation*}
$$

In the case of perfect reflectors considered in refs. [56-58], the motional phase shift (5) is smaller than the quasi-static phase $\phi^{\mathrm{qs}}$ by multiplication by a factor of the order of $v / c$. Thus, $\phi^{\text {mot }}$ is much smaller than the quasi-static phase for non-relativistic atoms. On the other hand, one could expect that $\phi^{\text {mot }}$ would be larger when considering real (dispersive) materials, since the time delay $\tau$ also takes the medium finite response time into account.

As an alternative method, one can re-derive the motional phase shift $\phi^{\mathrm{mot}}$ as the integral of a Berry connection along the atomic path, without any explicit reference to retardation (for details see the supplementary material in ref. [64]). Indeed, the full quantum system atom + field undergoes a unitary evolution, and as before we assume that the atomic motion is too slow to excite internal states. As a result, the quantum state of the atom + field system follows adiabatically an instantaneous eigenstate as the atom changes its position. Geometric phases in AIs have been reported elsewhere [65-67], but not in the context of atom-surface interactions. Here, on the other hand, we focus on the shift $\phi^{\text {mot }}$ arising from the motional correction of the atom-surface interaction. As before, we assume a small, localized atomic wave packet following a prescribed average atomic trajectory given by $\mathbf{r}(t)$, which plays the role of an external parameter steering the dipolar Hamiltonian $\hat{V}(\mathbf{r}(t))$. We introduce the free Hamiltonian eigenstates basis $|n\rangle$ satisfying $\hat{H}_{0}|n\rangle=\hbar \omega_{n}|n\rangle$. Note that $n$ actually corresponds to a continuous parameter associated to a wave vector, an electric field polarization and an internal atomic state. As in the discussion of the local phases, we assume the initial state $|0\rangle$ to be the ground state of $H_{0}$, which corresponds to the internal atomic ground state in the quantum vacuum field. More general initial states can be considered along similar lines.

We start from eq. (3) and take the Taylor expansion $\mathbf{r}\left(t^{\prime}\right) \simeq \mathbf{r}(t)-\left(t-t^{\prime}\right) \mathbf{v}(t)$ in order to follow the atomic position during the time delay $\tau=t-t^{\prime}$. The motional phase shift corresponds to the term proportional to the velocity. After changing the integration variables to $\mathbf{r}(t)$ and $\tau$ and expanding the dipolar Hamiltonian $\hat{V}\left(\mathbf{r}\left(t^{\prime}\right), t^{\prime}\right)$, we find

$$
\begin{equation*}
\phi^{\mathrm{mot}}=\frac{i}{2 \hbar^{2}} \int_{\mathcal{P}} \mathrm{d} \mathbf{r} \cdot \int_{0}^{T} \mathrm{~d} \tau \tau\langle 0| \hat{V}(\mathbf{r}, t) \nabla_{\mathbf{r}} \hat{V}(\mathbf{r}, t-\tau)|0\rangle, \tag{6}
\end{equation*}
$$

where the time $t(\mathbf{r})$ is obtained from the inverse of the function $\mathbf{r}(t)$ as the atom follows path $\mathcal{P}$.

We now assume that the interaction time is sufficiently long to resolve the frequency scales associated to the spectrum of $H_{0}: T \gg \omega_{n}^{-1}$. Then, using the completeness relation for the states $|n\rangle$, we re-write (6) as

$$
\begin{align*}
\phi^{\mathrm{mot}}= & \frac{i}{2 \hbar^{2}} \int_{\mathcal{P}} \mathrm{d} \mathbf{r} \cdot\left(\sum_{n \neq 0} \frac{\langle 0| \hat{V}(\mathbf{r})|n\rangle\langle n| \nabla_{\mathbf{r}} \hat{V}(\mathbf{r})|0\rangle}{\left(\omega_{n}-\omega_{0}\right)^{2}}\right. \\
& \left.-\frac{\langle 0| \nabla_{\mathbf{r}} \hat{V}(\mathbf{r})|n\rangle\langle n| \hat{V}(\mathbf{r})|0\rangle}{\left(\omega_{n}-\omega_{0}\right)^{2}}\right) \tag{7}
\end{align*}
$$

In order to show that the motional phase (7) is a geometric phase, we interpret the atomic center of mass $\mathbf{r}$ as a continuous parameter on which depends the instantaneous dressed state $\left|\psi_{0}(\mathbf{r})\right\rangle$ of the atom + field system when taking the interaction into account. Up to second order of stationary perturbation theory, $\left|\psi_{0}(\mathbf{r})\right\rangle$ is such that (7) can be cast as the integral of a Berry connection [68] of the form

$$
\begin{equation*}
\phi^{\mathrm{mot}}=i \int_{\mathcal{P}} \mathrm{d} \mathbf{r} \cdot\left\langle\psi_{0}(\mathbf{r}) \mid \nabla_{\mathbf{r}} \psi_{0}(\mathbf{r})\right\rangle . \tag{8}
\end{equation*}
$$

As in the discussion of the photon emission effect, we have assumed that the atomic motion is too slow to excite internal atomic transitions, and then the atom + field quantum state follows adiabatically the dressed state $\left|\psi_{0}(\mathbf{r})\right\rangle$ as $\mathbf{r}$ changes in time. Thus, we were able to recast (7), which was derived from the time-dependent perturbation result (3), in terms of a geometric phase obtained within stationary perturbation theory.
In short, we have obtained two equivalent forms for the DCE-like motional phase that corrects the quasi-static result (4). The motional phase shift $\phi^{\text {mot }}$ can be seen as resulting from the finiteness of the interaction time, which is captured by the coarse-graining indicated by (5). Alternatively, $\phi^{\text {mot }}$ can also be cast as a geometric phase (8) as the atomic position drives the full atom + field system along an adiabatic quantum trajectory.

Non-local geometric vdW phases. - We now consider the atomic center-of-mass position as an open quantum system undergoing a non-unitary evolution, which results from the coupling with the environment composed of internal atomic and electromagnetic field dofs. Here, we assume that the atomic beam-splitter employed in the AI arrangement is such as to preserve the internal ground state, as for instance in the already mentioned vdW experiments with gratings [39-41]. In this case, when two or more AI paths are close to the material surface, the motional correction leads to a non-local phase shift [56-58] in addition to (and in some cases with the same order of magnitude of) the local one $\phi^{\text {mot }}$ discussed above.

Precisely, the total relative phase measured in the atom interferometer with two paths is written as

$$
\begin{equation*}
\Delta \phi=\phi_{1}-\phi_{2}+\phi_{12}, \tag{9}
\end{equation*}
$$

where $\phi_{j}(j=1,2)$ is the local vdW phase for path $j$ discussed before. The non-local quantum phase $\phi_{12}$ depends simultaneously on the pair $(1,2)$ of distinct AI paths in a non-separable manner. This contrasts with the usual paradigm of atom interferometry for which each phase is attached to a single path. Indeed, most atomic phases encountered in AIs are not only local but also dynamical, i.e., they are obtained from the integration of a potential along a single path as in the case of the vdW quasi-static phase (4). Typically, such local dynamical phases correspond to the average trajectory in the case of sufficiently narrow wave packets or for Gaussian wave packets evolving in quadratic potentials [69,70].

It is illustrative to compare the non-local phase with the quantum Cheshire cat effect [71-74]. In this paradigm, a physical property (the "grin", here the internal atomic dofs) associated to a quantum particle is spatially disconnected from the particle location and can be isolated from the carrier (the "cat", here the external atomic dof). In our configuration, the "Cheshire cat" has a common head (the internal atomic dof) and two distinct legs (the external dofs). The non-locality of the internal atomic dofs allows for cross-talks between the two AI paths which lie at the origin of the non-local phase. By the same token, non-local terms contribute to decoherence by spontaneous emission of an excited atom in a quantum superposition of external states [75].

The cross-talks can be understood in terms of the standard picture of the vdW atom-surface interaction as resulting from the interaction between the fluctuating atomic dipole and its image representing the induced charge on the material surface [33]. When the atomic external state is split into two wave packets associated to the same internal state, each packet interacts not only with its own image but also with the image of the other packet, as illustrated by fig. 1. Such cross-interactions do not contribute in the quasi-static limit because $\phi_{12}$ arises as the difference between the two resulting crosstalks shown in the figure. It is in fact the motion with respect to the surface that breaks the symmetry between the two cross-interaction terms, thus leading to a non-zero motional nonlocal phase, as discussed below.

More specifically, the atomic external, internal and field dofs are coupled through the dipolar Hamiltonian $\hat{V}\left(\hat{\mathbf{r}}_{A}\right)=$ $-\hat{\mathbf{d}}^{A} \cdot \hat{\mathbf{E}}\left(\hat{\mathbf{r}}_{A}\right)$, which differs from (1) by considering the atomic center of mass position $\hat{\mathbf{r}}_{A}$ as a quantum operator rather than a prescribed function of time. We trace out the environmnent dofs to obtain the non-unitary evolution of the reduced density operator for the center of mass to second order in the dipolar interaction. The environment footprint is obtained either as an influence functional [57] by employing the Feynmann-Vernon path integral formalism [76] or as a complex phase within standard secondorder time-dependent perturbation theory [56].

For concreteness, we consider a planar perfectly reflecting surface placed at $z=0$, and an AI with two paths


Fig. 1: Diagrammatic representation of the non-local phase as a result of cross-talks between the AI paths $\mathbf{r}_{1}(t)$ and $\mathbf{r}_{2}(t)$ near a perfectly reflecting planar surface at $z=0$. The dashed lines with arrows represent the image paths $\mathbf{r}_{I 1}(t)$ and $\mathbf{r}_{I 2}(t)$. Each diagram involves a given time $t$ on one path and a retarded time $t^{\prime}$ on the image of the other path. The non-local phase $\phi_{12}$ arises as the difference between the contributions associated to these two diagrams.
flying near its close vicinity with the same velocity component parallel to the surface (see fig. 1). For a two-level atom, the resulting non-local phase shift $\phi_{12}$ is then given by the geometric integral [58]

$$
\begin{equation*}
\phi_{12}=\frac{3 \omega_{0} \alpha(0)}{4 \pi \epsilon_{0} c} \int_{-T / 2}^{T / 2} \mathrm{~d} t \frac{\dot{z}_{1}(t)-\dot{z}_{2}(t)}{\left(z_{1}(t)+z_{2}(t)\right)^{3}} \tag{10}
\end{equation*}
$$

where $\alpha(0)$ and $\omega_{0}$ denote the static atomic polarizability and the transition frequency, respectively. When deriving (10), we assumed very narrow wave packets around their average positions $\mathbf{r}_{j}(t), j=1,2$, with $z_{j}(t)$ representing the axial components. A more general result valid for finite-width wave packets can be found in ref. [56].

As discussed in connection with fig. 1, the non-local phase $\phi_{12}$ arises as the difference between the crossinteractions between each path and the image of the other one. Because of the electrodynamic time delay $\tau$, each cross-interaction involves a given time $t$ and its corresponding retarded one $t^{\prime}=t-\tau$. As the image paths lag behind the real ones by different amounts depending on the value of $\dot{z}_{j}$, the resulting subtraction leads to the nonlocal phase (10) depending on the difference between the velocity components along the $z$-axis. Thus, it is the relative motion with respect to the surface that sets the sign and magnitude of the nonlocal phase shift, which can be isolated from local contributions by seeking a violation of phase additivity in an AI with three or more paths [58].
Like its local counterpart (8), the non-local phase shift (10) is a geometric phase as it fulfills two key features [66]: first, it does not depend on the magnitude of the wave packets' velocities (after time integration); and, second, it changes sign when the direction of propagation is reversed. This is in contrast with the quasi-static dynamical phase (4), which is inversely proportional to the magnitude of the velocity and insensitive to the direction of propagation. Thus, the local and non-local motional phase shifts can be isolated from the much larger quasistatic contribution by analyzing the velocity dependence of the total phase $\Delta \phi$ in AI experiments [39-41] probing the vdW atom-surface interaction.

Quantum Sagnac effect. - We now apply the concepts of local and non-local motional phases to an example of particular interest. A spherical particle of radius $a$ spinning at a constant angular velocity $\boldsymbol{\Omega}$ is placed in between the arms of the AI, as illustrated by fig. 2. The resulting motional vdW phase contains a $\Omega$-dependent term which is reminiscent of the Sagnac effect, with the remarkable difference that here the rotation is confined to a limited region of space. As before, we assume the atom to be in its ground state $|g\rangle$. A full quantum approach was recently employed to derive explicit results for a two-level atomic model [64]. Here, we present an alternative derivation for a more general multi-level atom but restricted to short distances satisfying the condition that the light travel time between particle and atom is much smaller than both the atomic and particle response times. In this case, electrodynamic retardation is negligible as far as the internal dofs are concerned. We then neglect field fluctuations and follow a semi-classical approach without considering the quantum electromagnetic field. We also assume that the spinning particle is sufficiently small to be approximated by its electric dipole moment $\hat{\mathbf{d}}^{S}(t)$.

The atom-particle interaction is then described by the instantaneous dipole-dipole interaction Hamiltonian

$$
\begin{equation*}
\hat{V}_{\mathrm{dd}}(\mathbf{r}(t), t)=\frac{\hat{\mathbf{d}}^{A}(t) \cdot \hat{\mathbf{d}}^{S}(t)-3\left(\hat{\mathbf{d}}^{A}(t) \cdot \mathbf{u}_{r}\right)\left(\hat{\mathbf{d}}^{S}(t) \cdot \mathbf{u}_{r}\right)}{4 \pi \varepsilon_{0} r^{3}} \tag{11}
\end{equation*}
$$

where $\mathbf{u}_{r}$ is the unit radial vector with $\mathbf{r}(t)=r(t) \mathbf{u}_{r}(t)$ denoting the position of the atom with respect to the sphere's center at time $t$.

The local motional phase acquired by the atom during the interaction time $T$ can be obtained by replacing the atom-field Hamiltonian $\hat{V}$ by the dipole-dipole one (11) in eq. (6), where now the complete ground state reads $|0\rangle=|g\rangle|0\rangle_{S}$, with $|0\rangle_{S}$ representing the ground state of the particle's internal dofs. By developing eq. (6), we find contributions of the form $(i, j, m, n$ denoting Cartesian components) ${ }_{S}\langle 0| d_{i}^{S}(t) d_{j}^{S}(t-\tau)|0\rangle_{S}\langle g| d_{m}^{A}(t) d_{n}^{A}(t-\tau)|g\rangle$. Since the atom is isotropic, its dipole correlation function is symmetric under the interchange $i \leftrightarrow j$. As a consequence, the $\Omega$-dependent part of the motional phase for the AI path $k$ simplifies to

$$
\begin{align*}
\phi_{k}^{\Omega}= & \frac{9}{\left(4 \pi \varepsilon_{0}\right)^{2} \hbar^{2}} \int_{\mathcal{P}_{k}} \mathrm{~d} r_{i} \frac{r_{j}}{r^{8}} \int_{0}^{T} \mathrm{~d} \tau \tau_{S}\langle 0| \hat{d}_{j}^{S}(t) \hat{d}_{i}^{S}(t-\tau)|0\rangle_{S} \\
& \times\langle g|\left(\hat{\mathbf{d}}^{A}(t) \cdot \mathbf{u}_{r}\right)\left(\hat{\mathbf{d}}^{A}(t-\tau) \cdot \mathbf{u}_{r}\right)|g\rangle \tag{12}
\end{align*}
$$

where $t\left(\mathbf{r}_{k}\right)$ is determined as the inverse of the function $\mathbf{r}_{k}(t)$ corresponding to path $\mathcal{P}_{k}$. We have employed Einstein notation for the sum over Cartesian components. We find

$$
\begin{align*}
\phi_{k}^{\Omega}= & \frac{3}{\left(4 \pi \varepsilon_{0}\right)^{2} \hbar^{2}} \sum_{e}\left|\mathbf{d}_{e g}^{A}\right|^{2} \int_{\mathcal{P}_{k}} \mathrm{~d} r_{j} \frac{r_{i}}{r^{8}} \\
& \times \int_{0}^{T} \mathrm{~d} \tau \tau e^{-i \omega_{e g} \tau}{ }_{S}\langle 0| \hat{d}_{i}^{S}(t) \hat{d}_{j}^{S}(t-\tau)|0\rangle_{S} . \tag{13}
\end{align*}
$$



Fig. 2: Quantum Sagnac effect: atom interferometer with a spinning particle (angular velocity $\Omega$ ) placed between its arms.

When deriving (13) from (12), we have used that only diagonal terms of the atomic dipole correlation function suvive after summing over all excited states as required by isotropy.

We now write the particle's dipole correlation function as ${ }_{S}\langle 0| \hat{d}_{i}^{S}(t) \hat{d}_{j}^{S}(t-\tau)|0\rangle_{S}=\frac{1}{2}\left[\hbar\left(\tilde{\alpha}_{i j}(\tau)-\tilde{\alpha}_{j i}(-\tau)\right)+\right.$ $\left.{ }_{S}\langle 0|\left\{\hat{d}_{i}^{S}(t), \hat{d}_{j}^{S}(t-\tau)\right\}|0\rangle_{S}\right]$, where $\tilde{\alpha}_{i j}(\tau)$ are the components of the spinning particle's polarizability tensor in the time domain. The symmetric part of the correlation function is not modified by the spinning and hence does not contribute to the $\Omega$-dependent phase shift. In the frequency domain, the modification of the polarizability tensor due to non-relativistic rotation is $\alpha_{i j}^{\Omega}(\omega)=$ $i \alpha_{S}^{\prime}(\omega) \epsilon_{i j k} \Omega_{k}$ [77], where $\alpha_{S}(\omega)$ is the polarizability of the spherical particle at rest. Combining these results and integrating (12) by parts, we obtain our final result

$$
\begin{equation*}
\phi_{k}^{\Omega}=\sum_{e} \frac{3 \mid \mathbf{d}_{e g}^{A}{ }^{2} \operatorname{Re} \alpha_{S}^{\prime \prime}\left(\omega_{e g}\right)}{\left(4 \pi \varepsilon_{0}\right)^{2} \hbar} \int_{\mathcal{P}_{k}} \frac{\mathrm{~d} \mathbf{r} \cdot \boldsymbol{\Omega} \times \mathbf{r}}{r^{8}} \tag{14}
\end{equation*}
$$

As in the standard Sagnac effect, the quantum Sagnac local phase (14) corresponds to a geometric phase given by a line integral of a vector potential proportional to the sphere's angular velocity $\Omega$, which brings an analogy with the Aharonov-Bohm effect [78] into play [79,80].

A realistic example is to take atomic trajectories along straight lines [39-41] on a plane perpendicular to $\boldsymbol{\Omega}=$ $\Omega \mathbf{u}_{z}$, with $\mathbf{r}_{k}(t)=v t \mathbf{u}_{x}+y_{k} \mathbf{u}_{y}$. Equation (14) then leads to $\phi_{k}^{\Omega}=\frac{15 \pi}{16}\left(\frac{\ell_{\Omega}}{y_{k}}\right)^{6} \operatorname{sgn}\left(y_{k}\right)$, where sgn is the sign function and $\ell_{\Omega}$ stands for the characteristic length scale $\ell_{\Omega} \equiv\left(\sum_{e}\left|\mathbf{d}_{g e}^{A}\right|^{2} \operatorname{Re} \alpha_{s}^{\prime \prime}\left(\omega_{g e}\right) \Omega /\left(4 \pi \varepsilon_{0}\right)^{2} \hbar\right)^{1 / 6}$. If one of the paths is much closer to the sphere than the other, the total phase difference (9) is simply the difference between the local Sagnac phase shifts. On the other hand, when $y_{2} \sim y_{1}$ the non-local phase shift becomes relevant. For instance, when $y_{2}=-y_{1}$ the non-local shift reduces the total phase by about one third in the case of a two-level atomic model: $\Delta \phi=\frac{21 \pi}{16}\left(\frac{\ell_{\Omega}}{y_{1}}\right)^{6}$ (see [64] for details).

Conclusion. - The emission of photon pairs out of the vacuum field by accelerated ground-state atoms is an intriguing prediction of quantum theory. DCE-like extensions in the field of atom-surface interactions give rise to new phenomena which can in principle be probed by atom interferometers. Indeed, motional corrections of the quasistatic phase shift include not only a coarse-graining of the atom-surface distance due to the finite interaction time,
but also to a non-local phase shift. The latter cannot be decomposed as a difference between quantities associated to individual interferometric paths. Instead, it belongs to pairs of paths, as it arises from the interaction between one wave packet and the surface image of the other one. When considering two paths with comparable distances to the surface, the non-local and local motional phase shifts have the same order of magnitude.

In contrast to the quasi-static phase, the motional phase shifts are of a geometric nature. An analogy with the Aharanov-Bohm effect is particularly clear when considering the interaction with a spinning particle placed between the interferometer paths. The resulting quantum Sagnac phase appears as the line integral of an effective vector potential proportional to the particle's angular velocity. While the standard Sagnac phase results from rotating the entire frame of reference, its quantum version arises instead from the rotation of a single particle. In a sense, the quantum Sagnac effect relates to Mach's ideas on how the concept of "inertiality" connects to motion in space [81].

Given their stronger coupling with the field, quantum emitters such as quantum dots or NV centers in diamond [32] are candidates to replace the role of atoms, particularly as the cooling of nanoparticles' external dofs reach the quantum level [82-84]. The emerging field of DCE with atoms or quantum emitters has the potential to reveal a plethora of new phenomena at the intersection between quantum non-locality, geometric phases, and inertial effects.
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