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Abstract
Titaniumdioxide, TiO2, hasmultiple applications in catalysis, energy conversion andmemristive
devices because of its electronic structure.Most of these applications utilize the naturally existing
phases: rutile, anatase and brookite. Despite the simple formof TiO2 and its wide uses, there is long-
standing disagreement between theory and experiment on the energetic ordering of these phases that
has never been resolved.We present the first analysis of phase stability at zero temperature using the
highly accuratemany-body fixed node diffusionQuantumMonteCarlo (QMC)method.We also
include the effects of temperature by calculating theHelmholtz free energy including both internal
energy and vibrational contributions fromdensity functional perturbation theory based quasi
harmonic phonon calculations. OurQMCcalculations find that anatase is themost stable phase at
zero temperature, consistent withmany previousmean-field calculations.However, at elevated
temperatures, rutile becomes themost stable phase. For allfinite temperatures, brookite is always the
least stable phase.

1. Introduction

Transitionmetal oxides are versatile compoundswith a number of actual and potential applications because of
their coupling between charge, spin, and lattice degrees of freedom [1]. Titaniumdioxide, TiO2, is a particular 3d
transitionmetal oxide of great interest because of its wide range of applications. This versatility is partly due to
themany oxidation states of Ti and the different structural polymorphs of titaniumoxides. In nature, TiO2

occurs in three different structural polymorphs at ambient conditions: rutile, anatase and brookite. Rutile is the
most abundant and is widely used as awhite pigment, opacifier and ultraviolet radiation absorber, while anatase
is themost photocatalytically active polymorph [2, 3]. Numerous other phases have been identified or predicted,
particularly at high pressure [4, 5].

Nanocrystallinemixtures of anatase and rutile TiO2 are used in dye-sensitized solar cells andwater splitting
for hydrogen fuel production [2, 4, 6]. Brookite is also a good photocatalyst although it ismore difficult tomine
or synthesize than rutile or anatase [7]. Because the functionality and applications of TiO2 depends on the
structural polymorph, accurate characterization of the phase stability of the TiO2 polymorphs is critical. The
most basic questions that need to be answered arewhich is themost stable of the three natural polymorphs, and
what are the energy differences between them.
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Themajority of experimental studies that have addressed these questions have concluded that the bulk
crystalline transition fromanatase or brookite to rutile is irreversible, so that anatase and brookite aremetastable
[4, 8, 9]. However, it is very challenging to accuratelymeasure the subtle enthalpy differences between these
phases. For example, themeasured difference between rutile and anatase ranges from0.158 to 2.50mHaper
TiO2 formula unit (f.u.) [8, 10], while the JANAF tables give 2.3±0.5mHa/f.u. [11]. For nanoscale and
potentially hydrated samples, there are phase stability reversals due to the importance of surface contributions
and relative variation in surface energies [12–16].

Theoretical predictions based on density functional theory (DFT) [17, 18] do not give consistent results, and
are often in disagreement with experimental results on the energetic ordering of the rutile, anatase, and brookite
polymorphs. Conventional DFT-based on the local-density approximation (LDA) aswell asmany generalized
gradient approximation (GGA) functionals give the result that anatase is the lowest-energy phase [19, 20], and
that brookite has lower energy than rutile [20]. This is clearly in disagreement with experiments. LDAorGGA
functionals are typically inadequate to describe transitionmetal oxides because of the self-interaction error and
strong electronic correlations in them. Specifically, LDAorGGAunphysically delocalize the 3d electrons of
titanium atoms. To account for electronic correlations,methods beyond LDAorGGAhave been used. DFT+U
methods can obtain the correct energetic ordering between rutile, anatase and brookite phases by tuning theU-
parameter [21, 22]. However, optimizing theU-parameter for one physical property can result in less accurate
values for other physical properties.Most importantly, by its nature this approach is not predictive. Hybrid
functionals with exactHartree–Fock exchange (EXX) often improve the accuracy of semi local DFTs. Given the
generally improved thermodynamic properties ofmaterials when calculatedwith hybrid functionals, it is
notable that standard hybrids with typical (25%) fractions of exact exchange do not reproduce the experimental
ordering. Indeed, aHartree–Fock fraction of over 70% is needed to reproduce the experimental ordering [22]. In
a recent study using a non-self-consistent random-phase approximationwith EXX, it was found that rutile is
more stable than anatase [23]. The poor description of dispersion interactions afforded byDFThas also been
considered to be a reason for the disagreement of the energetic ordering between LDA/GGAmethods and
experiments, and calculations using dispersive interactions within theDFT+Dmethodwere performed [20, 24].
However, this type ofmethod also introduces empiricism.

Further clouding comparisons between calculations and experiments is the consideration thatDFT-based
calculations are usually done at 0K. Because of the small experimental enthalpy differences between the TiO2

phases, it is reasonable to expect thatfinite-temperature effectsmay play an important role andmay further
complicate theoretical determination of the relative stability of TiO2 phases.

In order to correctly and reliably treat these small energy differences, theoretical predictionsmust be based
onmethods that aremore accurate thanDFT-based ones, and preferably be based onmethods that provide
avenues for systematic improvements. QuantumMonteCarlo (QMC)methods, particularly fixed-node
diffusionMonte Carlo (FN-DMC) [25], offer such capability. FN-DMChas been successfully applied to awide
range ofmolecules [26] and solids [25, 27, 28]. Studies of transitionmetal oxides using the FN-DMCmethod,
including Ti4O7 [29], VO2 [30],MnO [31], FeO [32], Cuprates [33, 34], NiO [35], ZnO [36, 37], have
demonstrated its outstanding capability of characterizing strong electron correlation in solids. Recent works
have also demonstrated the accuracy of FN-DMCwhen dealingwith systems dominated by dispersion
interactions [38–40].Moreover, the cost to calculate the energy per atomwithQMC scales asN3 whereN is the
number of electrons, and thus allows application tomuch larger systems than other correlated ormany-body
methods, such as configuration interaction (CI) and coupled cluster (CC). Because it is aMonte Carlomethod,
the FN-DMCalgorithm can be easily parallelized and efficiently uses hundreds of thousands of processors,
including bothCPUs andGPUs [41, 42]. In brief, FN-DMC is a very promising empirical parameter-free
method for simulatingmaterials accurately and efficiently using supercomputers.

In this work, wefirst study the phase stability of rutile, anatase and brookite polymorphs at zero temperature
using the highly accurate FN-DMC.Wedetermine the energetic ordering after considering all sources of
systematic errors, which can potentially contaminate the high accuracy required in order to unambiguously
determine the subtle energy difference between these different phases.Wefind anatase to be themost stable
polymorph at 0K, butwefind the energy difference between anatase and rutile only to be 1.5mHaper formula
unit (f.u.)with a statistical uncertainty of 0.1mHa/f.u., while rutile and brookite have the same energy within
statistical errors in the absence of zero pointmotion. In order to account forfinite temperature and to determine
the phase stability of the polymorphs atfinite temperatures, we also study the phonon contributions to the phase
stability of all the three polymorphs atfinite temperatures using density functional perturbation theory (DFPT)
[43]. Temperature has a profound effect on the phase stability, producing a different ordering than at zero
temperature. Taking phonon contributions into account, we find that the free energy of rutile becomes lower
than that of anatase at 650±150K. This is consistent with the experimental observations that rutile can easily
be synthesized from anatase by keeping it at above 870K for a fewminutes up to a day or at 663K after oneweek
[4].We alsofind that the free energy of brookite is higher than that of rutile and anatase at allfinite temperatures.
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2. Computationalmethods

2.1.QuantumMonteCarlomethods
TheQMCcalculations reported here are carried out within the variationalMonte Carlo (VMC) and FN-DMC
frameworks implemented in theQMCPACK code [41, 42]with a Slater–Jastrow type trial wave function. The
single-particle orbitals used to construct the Slater determinants are extracted fromLDA+U[44] calculations
obtained from theQuantumESPRESSO [45] electronic structure code. The plane-wave cutoff inDFT/LDA
calculations was 150Hawhich ismuch higher than conventional DFT calculations because of the hard
pseudopotentials we use here. Total energies were converged to 0.01mHa/f.u. with respect to this cutoff. The
Monkhorst-Packmeshes of k-points are 8 8 8´ ´ , 12 12 6´ ´ and 6 8 8´ ´ for rutile, anatase and
brookite primitive cells respectively. Total energies were converged to 0.0005mHa/f.u. with these k-point
samplings. TheHubbardU parameter is chosen variationally by FN-DMC [29] (see section 2.2), which provides
an un-biasedway of determining this parameter. Note that thismethod does not guarantee thatDFT+U
calculations with this value ofUwill yield any better agreement with experiments than othermethods [44, 46].
Thismethod instead is a limitedway to optimize the nodal surface of the FN-DMCwave function.Within
QMCPACK, the orbitals are evaluated on a real spacemesh using B-splines to achieve a constant-time per
orbital evaluation of the orbitals independent of the basis set size. The Jastrow part of the trial wave function
contains both one- and two-body Jastrow factors with a total of 40 parameters optimized by energy
minimization [47]withinVMC. The one-body Jastrowhas a cutoff radius as large as theWigner–Seitz (WS)
radius of a 16f.u. cell, listed in table 1. The two-body Jastrow cutoff is the same as theWS radius of the supercell.
To test the sensitivity of theDMCenergy to the Jastrow factor, we also used a three-body Jastrow factor to
capture additional ion-electron-electron correlations; this calculationwas however limited to 36f.u. supercells
because of its higher computational expense. The three-body Jastrow factor lowers the finalDMCenergies, but
the energy difference between rutile and anatase remains consistent with the calculationwith only one and two
body Jastrow factors, 2.2(3) versus 2.5(3)mHa, see table 2. All the optimized Jastrow factors are provided in the
supplementalmaterial.

In our calculations, the core electrons, (1s, 2s, 2p) of Ti and (1s) ofO, respectively, are removed by using
scalar relativistic norm-conserving pseudopotentials(PPs) generated byDFT-LDA atomic calculations and
customized forQMCby using very small cutoff radii formore accurate core description (labeled as PP-QMC)
[51, 52]. These pseudopotentials are provided togetherwith benchmark results [51, 52] in the supplemental
material. To assess the pseudopotential bias on phase stability, we have calculated the energy difference between
anatase and rutile in 16f.u. supercells using both high-fidelity Burkatzki, Filippi, Dolg (BFD)Hartree–Fock PPs
[53, 54] and our state-of-art LDAPPs. Both set of PPs give the same energy difference between the phases with
our target accuracy, see table 3. This indicates that the difference between these potentials is not biasing the
results. Therefore our findings about phase stability are reliable.

Table 1. Lattice parameters of the unit cells andWigner–Seitz radii of supercells for rutile, anatase and brookite. Rutile, anatase, and brookite
has unit cells of 2, 4, and 8 f.u., respectively. The last three columns show theWigner–Seitz radius for each computational cell containing 16,
32 (brookite), 36 (rutile and anatase), and 72 formula units.

Polymorph Lattice parameters (Å)
WSradii (Bohr)

S16 S32/36 S72

rutile [48] (RT) a, c=4.5938, 2.9586 7.0780 9.7057 12.2768

anatase [49] (298K) a, c=3.78512, 9.51185 7.1528 8.9874 12.0303

brookite [50] (RT) a, b, c=9.184, 5.447, 5.145 7.0796 9.7226 11.3836

RT: Room temperature.

Table 2. FN-DMCenergies of rutile and anatase (TiO2)36 with (SD
+J123) andwithout (SD+J12) a three-body Jastrow factor for a
36-formula unit unit cell; a time step 0.004Ha−1 is used in these
calculations.

Ty
E(TiO2) (Ha)

ED (Ha)
Rutile Anatase

SD+J12 −90.6192(2) −90.6217(2) −0.0025(3)
SD+J123 −90.6220(2) −90.6242(2) −0.0022(3)
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To allow the use of non-local pseudopotentials, the locality approximation [55] is often applied. However, it
results in non-variational energies and can result in dynamical instabilities in thewalker population. Therefore,
we instead use T-moves [56], which are devised to directly treat the negative sign fromnon-local operators by an
effectiveHamiltonian, restoring the variational nature of themethod and regaining a stable walker population.

The accuracy ofDMCcalculations applied to periodic solids are affected by two types offinite size errors.
These arise whenever the thermodynamic-limit behavior of a solid is approximated from calculations on a finite
size simulation cell with periodic boundary conditions. Thefirst type are errors fromone-body finite-size
effects. These can bemitigated using twist-averaged boundary conditions [57]. By comparing the ground state
VMCenergies averaged on different twist grids, wefind that the energy evaluatedwith only the gammapoint has
already converged to our required accuracy of 0.37mHaper f.u. for all of the three gapped TiO2 polymorphs
when usingmedium and large supercells, see figure 1. In the simulationswith the smallest 16 formula unit
supercell, theGamma point is sufficient for rutile but a 2 2 2´ ´ twist grid is needed for anatase. All of the
following FN-DMCcalculations obey this choice of twists.

The other type offinite-size errors inDMCcalculations are from two-body effects that arise from artificial
periodic images of an electron’s exchange-correlation hole. This error ismore difficult to control than the one-
body ones.Many different schemes have been devised to control these errors, including themodified periodic
Coulomb (MPC) [58–60] andChiesa [61] corrections tomitigate the two-body potential or kinetic energy
errors. The formermodifies theCoulomb potential while the latter directly analyzes the long range Jastrow
factor and electronic structure factor to determine corrections. Unless otherwise specified, the latter one is used
in all our calculations for the reason explained infigure 4.We perform calculations with three supercell sizes and
extrapolate values to infinite size. Finite size extrapolation is essential, regardless of the finite size correction
scheme used, and at least three cell sizes are needed to judge the accuracy of the extrapolation. The shapes of the
supercells are generated in an effort tomaximize simulation cell radius for a given number of atoms in the
supercell in order to further reduce two-body finite-size effects. The tilingmatrices used to construct the
different supercells are given in the supplementalmaterial.

We performFN-DMCcalculations of rutile, anatase and brookite solids each in three supercell sizes
specified in table 1. The largest supercell, 72 formula units, contains 216 atoms and 1728 electrons. The lattice

Table 3.DMCenergy values of anatase and rutile with theChiesa
correction calculated in 16f.u. supercell and time step 0.01Ha−1

using BFD and our PPs. The error bars of calculationswith BFD
PPs are smaller due tomore statistics collected. Though the abso-
lute energy values are different, the energy difference is consistent
within statistical error below our accuracy criteria 0.37mHa.

PP Anatase (Ha) Rutile (Ha) diff (mHa)

Ours −90.63490(24) −90.63243(12) 2.47(27)
BFD −90.7077(1) −90.7052(1) 2.50(13)

Figure 1.TheVMCenergy difference per formula unit between themultiple twist grids and theGammapoint. The energy value of
(TiO2)16 anatase converges using a 2 2 2´ ´ twist grid; all the other energy values of anatase, rutile and brookite calculated at the
Gamma point are well convergedwithin 0.3mHa (shaded gray region).
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constants of the primitive cells were taken from experiments [48–50]. For consistencywith our later phonon
calculations, the coordinates of all the atoms in the unit cell are relaxedwithDFT/LDA. The residual forces are
smaller than 0.1mHa/a.u. on each atomafter the relaxation. For rutile and anatase, theWyckoff positions,
listed in table 4, given byDFT/LDA,DFT/PBE [20], and the experiment [62] differ by less than 0.001. The
Wyckoff positions of brookite given byDFT/LDA,DFT/PBE [20], and the experiment [63] have slightly larger
differences, but are still within 0.005. TheDFT/LDA energy differences between the experimentally determined
structures and the ones relaxedwith LDA are 0.005, 0.03, and 0.1mHa/f.u. for rutile, anatase, and brookite,
respectively. These differences are substantially smaller than our target accuracy 0.37mHa, indicating that use
of LDA relaxed structures will not significantly influence the phase stability.

2.2. Trial wave function optimization
When studying fermionic systems, the fixed-node approximation is applied in order to ensure the antisymmetry
of the trial wave function in theDMCcalculations. The FN-DMC total energy is variational with respect to the
quality of the nodes of the trial wave function.With the Slater–Jastrow trial wave functions used here, the trial
wave function consists of a single Slater determinantmultiplied by Jastrow factors. The Jastrow factors are never
zero and therefore do not alter the nodal structure. The nodes are controlled by the single particle orbitals within
the Slater determinant. Currently, the complete optimization of these orbitals withinQuantumMonteCarlo is
not practical for our simulation sizes. Instead, we use orbitals extracted fromLDA+U calculations. The best set
of orbitals gives the lowestDMC energy.

WithinDFT studies using theDFT+U framework, it is always a big challenge to justify the right value of
parameterU as differentmethodsmay yield very distinct values evenwhen the same system is studied. A value of
U can be computed in a self-consistentmanner through a linear responsemethod [44, 46], or by using an
iterative scheme combiningDFT+U andGWcalculations tominimize the quasi-particle corrections [64].
Another route is to empirically select theU value so as to reproduce experimental results of a physical property,
such as band gaps [65], or reaction energy [66]. Because of the complexity (and ambiguity) of choosing a value
forU, a wide range ofU from2.5eV to 7.5eVhas been reported in previous studies onTiO2 polymorphs
[20, 21, 64, 65].

In contrast, within the FN-DMC frameworkU is a variational parameter in the total energy.When the
T-move scheme is used for their evaluation [56], the total energy evaluated by FN-DMC is fully variational even
when pseudopotentials are used. A better nodal surface described by amore accurate trial wave function yields a
lower FN-DMCenergy. Therefore, the value ofUwhichminimizes the FN-DMCenergy gives the best orbitals
for constructing the trial wave function. This practice has been applied inmany previous studies on transition
metal oxides, e.g. [29, 33, 36]. Other works using orbitals obtained fromhybrid functionals show that varying the
weight of the exact exchange has the similar effect as varyingU inDFT+U for optimizing the nodal structure,
e.g. [30–32, 34, 37]. This quality of wave function is sufficient to reproduce phase transitions in FeO [32], the
metal-insulator transition inVO2 [30], magnetic properties of cuprates [33, 34], the phase diagramofMnO [31],
the properties of ZnSe andZnO [36, 37], and group IIA and IIIB binary oxides [28].We therefore expect this
quality of wave function to be sufficient for the study of TiO2.

In this work, for each of the three polymorphs, we constructed a set of trial wave functions varying the value
ofU from1.0eV to 9.0eV inDMCcalculations using cells of 32 or 36 f.u. (figure 2). The energyminimum is
reached atU equal to 4.86(19), 4.86(20) and 4.83(6)eV for rutile, anatase and brookite, respectively. Because all

Table 4.Atomic positions of rutile, anatase, and brookite. (a)
relaxedwith LDA, (a) relaxedwith PBE [20], (c) experiment [62],
(d) experiment [63].

Polymorph Wyckoff positions

rutile Ti 2a(0, 0, 0)
(P mnm42 ) O4f(x, x, 0): x=0.3051a, 0.3052b, 0.3047(1)c

anatase Ti 4a(0, 0, 0)
(I amd41 ) O8e(0, 0, z): z=0.2074a, 0.2068b, 0.2081(1)c

brookite Ti 8c(x, y, z): x=0.1289a, 0.1290b, 0.1290d

(Pbca) y=0.0951a, 0.0906b, 0.0972d

z=0.8624a, 0.8623b, 0.8629d

O18c(x, y, z): x=0.0116a, 0.0100b, 0.0101d

y=0.1469a, 0.1483b, 0.1486d

z=0.1826a, 0.1833b, 0.1824d

O28c(x, y, z): x=0.2294a, 0.2298b, 0.2304d

y=0.1073a, 0.1081b, 0.1130d

z=0.5354a, 0.5365b, 0.5371d
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three values are consistent within error bars we useU 4.86 eV= in all of the following calculations.We note
that this data already clearly shows anatase as lowest in energy.

3. Results

3.1. Time step error
As aGreen’s function projectormethod for solving the Schrödinger equation in imaginary time, theDMC
algorithm is accurate only in the limit of small time steps τ. However, the computational effort required to
achieve a given error bar scales with 1 t and the straightforward use of infinitesimally small time steps is not
possible. In practice, three ormore sufficiently small time steps it{ }are used and the ground-state energy is
obtained by extrapolating to the limit 0t = . Because of the subtle energy difference between rutile and anatase,
themost valuable calculations are performed on the large supercells in order to reduce all sources of finite size
errorwhile a statistical error below 0.37mHaper formula unit is required.Hence, using very small time steps
(reaching the linear regime) becomes extremely expensive in terms of computational cost. Instead, wemonitor
the convergence of the energy differences between the phases as the time step is reduced.We calculate the FN-
DMC total energy difference between rutile and anatase in the three supercell sizes with

0.004, 0.007, 0.010, 0.013t = Ha−1, as well as 0.001 for the small andmedium sizes and 0.002 for the large size;
see data points andfits to linear functions infigure 3. This figure shows that the energy differences in all the three
sizes are very robust as τ decreases and the time step errorwith our chosen time steps does not affect the energy
ordering: anatase is always lowest in energy and not sensitive to the cell size or time step used.

3.2. Finite-size effects
FN-DMC is a real spacemethod and therefore suffers from finite-size effects when appliedwithin periodic
boundary conditions.We therefore perform calculations on a series of different sized supercells and extrapolate
to infinite cell size. Figure 4 shows the FN-DMCenergy difference between rutile and anatase calculated using
the uncorrectedCoulomb interaction,MPC andChiesa schemes formultiple cell sizes. In our largest
calculations of 72 formula units the differentfinite-size correction schemes agree towithin 0.4mHa.
Calculations on smaller cell sizes aremore sensitive to the finite-size correction schemes. However, the sign of
the energy difference is insensitive to cell size and to the finite size correction scheme.

To reduce the computational cost of studying brookite, we performed the calculation of brookite solid only
at 0.004t = Ha−1 in a 72 formula unit supercell because the largest supercells have energies very close to the
value obtainedwhen extrapolated to infinite cell size. The total energy values of rutile, anatase and brookite for
final comparison are reported in table 5. Anatase has the lowest energy while rutile and brookite have the same
energywithin statistical errors. Therefore, anatase is themost stable phase at zero temperature based on our FN-
DMCcalculations. This is the same qualitative result as is obtained using conventional DFTwith LDA/GGA
functionals and the ‘incorrect’ order as compared tomany experimental reports. FN-DMCpredicts that rutile

Figure 2. FN-DMC energy per TiO2 formula unit as a function of theU parameter with a time step 0.01Ha−1. The calculations of
rutile and anatase are performedwith 36 f.u. supercells, and brookite has a different supercell with 32 formula units. The curves show a
fit using a quartic polynomial function. The values ofU corresponding to the energyminimumof rutile, anatase and brookite are 4.86
(19), 4.86(20) and 4.83(6)eV respectively. The energy values are shifted by−90.6369Ha to place the energyminimumof anatase at
zero energy.
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Figure 3. FN-DMC energy difference per formula unit between anatase and rutile as a function of theDMC time step. The
extrapolated energy differences at zero time step are 1.77 9- ( ), 1.92 7- ( ) and 2.49 16- ( )mHa for supercell sizes 72, 36 and 16
respectively.

Figure 4. FN-DMC energy difference per formula unit between anatase and rutile as a function of supercell size. The zero time step
data points are fitted linearly and extrapolated to infinite supercell size.MPCandChiesa corrections are both added individually to
correct the finite size error. The extrapolated energy values withChiesa andwithout correction are consistent within error bars but the
MPCone is higher. For this reason, we choose Chiesa correction as our scheme used in all the calculations. The energy difference
E Eanatase rutile- extrapolated to both zero time-step and infinite supercell is 1.5 1- ( ) mHa.

Table 5. FN-DMCenergies of rutile, anatase and brookite (TiO2)72 calcu-
latedwith a time step 0.004Ha−1, and zero point energy (ZPE) calculated
usingDFPT. Energy values with (labeledwith *) andwithoutChiesa cor-
rection are provided. Because the energy difference between anatase and
rutile without correction are consistent with the extrapolated value
obtained infigure 4, we use all the threeDMC energy values without
Chiesa correction for the internal energy correction in the phonon study.
The energy values given byDFTwith PP-GBRV are also listed here.

Energy
E(TiO2)/Ha

Rutile Anatase Brookite

LDA (TiO2) −92.10711 −92.10852 −92.10826

DMC (TiO2) 72* −90.6285(2) −90.6302(2) −90.6289(1)
DMC (TiO2)72 −90.6300(2) −90.6315(2) −90.6300(1)
ZPE 0.00766 0.00798 0.00800

Total −90.6223(2) −90.6235(2) −90.6220(1)
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and brookite are very competitive in stability at zero temperaturewhile DFT favors brookite [20]. Additional
discussion is given in section 3.3, after considering the role of lattice dynamics at zero and elevated temperatures.

3.3. Lattice dynamics andfinite-temperature enthalpies
While ourDMCcalculations help to establish the energy ordering of the rutile and anatase phases at 0K
(neglecting zero point energy), our results are in disagreement with experimental observations at finite
temperature [4, 8–10] inwhich rutile is themost stable phase.We therefore investigate the role of lattice
vibrations atfinite temperature on the phase stability to see if the ordering is influencedmore by the entropy
than the electronic contribution to the free energy atfinite temperatures. The use ofQMC for studying lattice
dynamics would be desirable, but such calculations are not yet possible because of the lack of developed
algorithms.We therefore utilizeDFT for the finite temperature study.

We calculate theHelmholtz free energy H V T,( ) at a temperatureT and volumeVwithin the quasi-
harmonic approximation (QHA), inwhich

H V T U V h V q

k T h V q k T

,
1

2
,

ln 1 exp , ,

q j
j

B
q j

j B

,

,

å

å

w

w

= +

+ - -








( ) ( ) ( )

[ ( ( ) )]

where thefirst, second and third terms are, respectively, the internal, zero-point and thermal contributions. In
our calculations, the internal energy is calculated as

U V U V U V U V ,DFT QMC
exp

DFT
exp= + -( ) ( ) ( ) ( )

whereU VDFT ( ) is theDFT internal energy, amended by adding the energy difference between FN-DMCand
DFTon the experimental structure. In general this energy correction should be volume dependent, but this
approximation is accurate for the very small volume range considered here. The zero-point and thermal
contribution terms are obtained using density functional perturbation theory (DFPT) as implemented in the
phonon code of theQuantumESPRESSOpackage [45]. The accuracy ofDFT is sufficient for computing the
inter-atomic force constants (IFC) used by phonon calculations because the phonon dispersion relations of
rutile calculated byDFT andmeasured by inelastic neutron scattering are in a good agreement [67].

For these calculations we utilize GBRVultra-soft LDApseudopotentials [68] and 40Hakinetic energy cutoff
for lower computational cost without compromising accuracy. Calculationswith PP-GBRV and ourmuch
harder PP-QMC (generated byDFT/LDA) indicate the consistency of pseudopotentials inDFT andQMC
calculations by showing no difference in the phonon dispersion relation and zero-point energy. DFPT
calculations withHelmholtz free energy converged to 0.05mHa/f.u. are obtainedwith k- and q-pointmeshes of
8 8 8´ ´ and 6 6 6´ ´ for rutile, 12 12 6´ ´ and 4 4 2´ ´ for anatase, and 4 6 6´ ´ and 2 4 4´ ´
for brookite. Thefinal phonon density of states is recalculated from the IFC on amuch denser q-mesh,
13 13 13´ ´ . To apply theQHA, phonon calculations are performed on eight volumes for each solidwith the
shape of cell and atomic positions fully relaxed. Note that for rutile, given the instability caused by the softmodes
in large expansion [69], free energy values at large expansion are extrapolated. The fact that theseDFT-predicted
soft phononmodes have been confirmed by inelastic x-ray scattering [70] strengthens the credibility ofDFT
phonon calculations in thesematerials.

The zero point energy (ZPE) values of rutile, anatase and brookite are listed in table 5, and theHelmholtz free
energy as a function of temperature are shown infigure 5. At zero temperature, anatase remains themost stable
phase even though the larger ZPE of anatase reduces the energy difference between anatase and rutile, but it is
not enough to change the energetic ordering qualitatively. Because of a larger ZPE, brookite becomes less stable
than rutile, which is consistent with the experimental findings. As the temperature is increased, theHelmholtz
energy of rutile decreasesmuch faster than that of anatase, and above 650±150K, rutile becomes themost
stable phase. This phase transition is consistent withmany experimental observations [4, 9] that rutile can be
very easily synthesized by heating anatase above about 870K. It was also reported that at 663K, rutile became
detectable in anatase powder after oneweek [4]. In all temperatures up to themelting point, brookite remains
less stable than rutile and anatase.

Wewould like to emphasize that theQMCcorrection for the internal energy is crucial to improve the
theoretical prediction of the phase stability between rutile and brookite, although it does not change the relative
stability of anatase and rutile compared to pureDFPT. This experience clearly shows that a specific density
functionalmayworkwell in a few cases but is not guaranteed towork all the time. Thusmethods likeQMC
offering higher reliability and predictability are desired.
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4. Conclusions and outlook

Wehave studied the phase stability of rutile, anatase and brookite polymorphs of TiO2 at 0Kusing highly
accurate FN-DMCcalculations.We also calculated theHelmholtz free energy of the polymorphs at finite
temperature by including aDFPTbased quasi-harmonic treatment of the phonon contributions. Our results
show that at zero temperature, anatase is themost stable phase, while brookite is less stable than rutile when
zero-point energy is included. As the temperature is increased, the free energy of rutile decreases faster than that
of anatase, and rutile becomes themost stable bulk phase at temperatures above about 650K.The effect of lattice
vibrations atfinite temperature is therefore crucial to the bulk phase stability of all the phases.

The largest potential source of errors in ourQMCcalculations are the time step and finite size errors.We
have demonstrated that these arewell converged, and our results are not sensitive to them. There are two sources
of systematic error remaining in the zero-temperatureQMCcalculations that prevents them frombeing exact.
First, our calculations are subject to the fermion sign problem and thefixed-node error that results fromusing
FN-DMC to control it. Ideally the nodal structure of the trial wave functionswould be fully optimized inQMC.
This is becoming feasible for single Slater determinant wave functions in simple solids [71], butmore flexible
many-body trial wave functions are also desirable. Today, we can not rigorously determine the relative nodal
error between the TiO2 phases, althoughwe believe it to be small. Second, becausewe utilize pseudopotentials
wemust be concernedwith the fundamental accuracy of the pseudopotential construction and the locality
errors that result when evaluated inQMC.We expect considerable error cancellation because all of the
polymorphs have, by definition, exactly the same composition. The locality error can be reduced bymore
accurate trial wave functions, and the atom-specific nature of the locality error suggests that this errormay be
targeted usingmethods inspired by quantum chemistry. Finally, the results forfinite temperatures would
presumably bemore accurate if QMCmethods could be used for the lattice dynamics; however, this is at the
present not possible. In the future, improvements to those remaining systematic error should be achievable
when greater computational resources and improvedmethods are available. This would enable increased
confidence in our results. These improvements are desirable for all QMCcalculations and are not restricted to
the current investigation.

In summary, our calculations indicate a potential resolution of the long-standing problem in reconciling
DFT-based calculations with experimental observations. The fact that ourQMCandmany conventional density
functional results obtain anatase as themost stable phase at 0K suggests that these functionalsmight be
qualitatively correct in giving the energetic ordering between anatase and rutile: it should not be automatically

Figure 5.TheHelmholtz free energy of rutile, anatase and brookite as a function of temperature. All the values are shifted by
−90.6241Ha, theHelmholtz free energy of anatase at 0K. The energy differences between brookite and rutile at 0–400K, and
between anatase and rutile at 450–850Kare provided in the insets (a) and (b). The energy of brookite is always larger than that of the
other two solids, while the energy of rutile becomes lower than that of anatase at 650±150K. The error bars indicate the statistical
uncertainty due to theQMCdata used for the 0K energy differences.
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assumed that these calculations are in error, andwe caution against using prediction of rutile asmost stable at
0K to validate new electronic structuremethods.Our finite temperature calculations show that the lattice-
dynamical contribution is important and should be taken into considerationwhen comparingwith
experimental data.We hope that these results stimulate further computational and experimental work on the
phase diagramof this importantmaterial.
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