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Alignment of the ALICE Inner Tracking System with
cosmic-ray tracks
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ABSTRACT. ALICE (A Large lon Collider Experiment) is the LHC (Large Hian Collider) exper-
iment devoted to investigating the strongly interactingtaracreated in nucleus-nucleus collisions
at the LHC energies. The ALICE ITS, Inner Tracking Systemrmsists of six cylindrical layers
of silicon detectors with three different technologiesthe outward direction: two layers of pixel
detectors, two layers each of drift, and strip detector® filtmber of parameters to be determined
in the spatial alignment of the 2198 sensor modules of theigTébout 13,000. The target align-
ment precision is well below 1m in some cases (pixels). The sources of alignment infoomati
include survey measurements, and the reconstructed tfemkscosmic rays and from proton-
proton collisions. The main track-based alignment metheesithe Millepede global approach.
An iterative local method was developed and used as well. M&ept the results obtained for the
ITS alignment using about 2@&harged tracks from cosmic rays that have been collectedglur
summer 2008, with the ALICE solenoidal magnet switched off.
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1 Introduction

The ALICE experiment ] will study nucleus-nucleus, proton-proton and protomriaus colli-
sions at the CERN Large Hadron Collider (LHC). The main ptygjoal of the experiment is to
investigate the properties of strongly-interacting nraittethe conditions of high energy density
(> 10 GeV/fm®) and high temperature3(0.2 GeV), expected to be reached in central Pb-Pb colli-
sions at,/S,y = 5.5 TeV. Under these conditions, according to lattice QCDuattons, quark con-
finement into colourless hadrons should be removed and afieed Quark-Gluon Plasma should
be formed P]. In the past two decades, experiments at CERN-SPR\(= 17.3 GeV) and BNL-
RHIC (,/sw = 200 GeV) have gathered ample evidence for the formation®éthate of matterd].
The ALICE experimental apparatus, shown in figliyeonsists of a central barrel, a forward
muon spectrometer and a set of small detectors in the forvegidns for trigger and other func-
tions. The coverage of the central barrel detectors allbdracking of particles emitted within a
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Figure 1. General layout of the ALICE experimeri][

pseudo-rapidity rangg)| < 0.9 over the full azimuth. The central barrel is surroundedhgylarge
L3 magnet that provides a fieldB0.5 T.

The ITS (Inner Tracking System) is a cylindrically-shapditen tracker that surrounds the
interaction region. It consists of six layers, with raditween 3.9 cm and 43.0 cm, covering the
pseudo-rapidity rangé]| < 0.9. The two innermost layers are equipped with Silicon Pixel D
tectors (SPD), the two intermediate layers contain Silibuift Detectors (SDD), while Silicon
Strip Detectors (SSD) are used on the two outermost layene. nfain task of the ITS is to pro-
vide precise track and vertex reconstruction close to tteraation point. In particular, the ITS
was designed with the aim to improve the position, angle, mnthentum resolution for tracks
reconstructed in the Time Projection Chamber (TPC), totiflethe secondary vertices from the
decay of hyperons and heavy flavoured hadrons, to recohsiriinteraction vertex with a reso-
lution better than 10Qum, and to recover particles that are missed by the TPC duectptance
limitations (very low momentum particles not reaching tHeéCrand very high momentum ones
propagating along the 10% inactive area between adjacedtchBmbers).

The measurement of charm and beauty hadron production PbRipllisions at the LHC is
one of the main items of the ALICE physics program, becausdliallow to investigate the mech-
anisms of heavy-quark propagation and hadronization iratfyee, hot and dense medium formed
in high-energy heavy-ion collisions and it will serve asf@rence for the study of the effects of the
medium on quarkonia state4]] To measure the separation, from the interaction vertethende-
cay vertices of heavy flavoured hadrons, which have mearepdgzray lengthet ~ 100-500um,
requires a resolution on the track impact parameter (distanclosest approach to the vertex) well
below 100um. This requirement is met by the ITS. The design positiooltgi®n in the plane
transverse to the beam line for charged-pion tracks reaartstl in the TPC and in the ITS is ex-
pected to be approximately 30m+ 53 um/(py/sin@), wherepy is the transverse momentum in
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Figure 2. Layout of the ITS (left) and orientation of the ALICE glol{atiddle) and ITS-module local (right)
reference systems. The global reference system has inde@dgin in the middle of the ITS, so that tize
direction coincides with the beam line.

GeV/c and @ is the polar angle with respect to the beam lidg [The ITS is made of thousands
of separate modules, whose position is different from tlelidiue to the limitations associated
with the assembly and integration of the different compdsieand the forces these components
experience. In order to achieve the required high precisioithe track parameters, the relative
position (location and orientation) of every module neexdbéa determined precisely. We refer to
the procedure used to determine the modules relative posis alignment. The ITS alignment
procedure starts from the positioning survey measurenm@rtermed during the assembly, and
is refined using tracks from cosmic-ray muons and from degiproduced in LHC pp collisions.
Two independent methods, based on tracks-to-measuratsp@isiduals minimization, are con-
sidered. The first method uses the Millepede appro&thwhere a global fit to all residuals is
performed, extracting all the alignment parameters semelously. The second method performs
a (local) minimization for each single module and accouatscbrrelations between modules by
iterating the procedure until convergence is reached.

In this article, we present the alignment methods for thedm&the results obtained using the
cosmic-data sample collected during summer 2008 with 8(a small data set with B- +0.5 T
was also collected; we used it for a few specific validatioao#is). In sectior2 we describe in
detail the ITS detector layout and in secti®nve discuss the strategy adopted for the alignment.
In section4 we describe the 2008 sample of cosmic-muon data. These @éataused to validate
the available survey measurements (sechpand to apply the track-based alignment algorithms:
the Millepede method (sectid®) and a local method that we are developing (sectipnVe draw
conclusions in sectio8.



Table 1. Characteristics of the six ITS layers.

Number| Active Area Material
Layer | Type | r [cm] | +z[cm] of per module Resolution budget
modules| r¢ x z[mm?] | r¢ x z[um?] | X/Xo [%]

1 pixel 3.9 14.1 80 12.8x70.7 12x100 1.14

2 pixel 7.6 14.1 160 12.8x70.7 12x100 1.14

3 drift 15.0 22.2 84 70.17x75.26 35x25 1.13

4 drift 23.9 29.7 176 70.17x75.26 35x25 1.26

5 strip | 38.0 43.1 748 73%x40 20x 830 0.83

6 strip | 43.0 48.9 950 73x40 20x 830 0.86

2 ITS detector layout

The geometrical layout of the ITS layers is shown in the tefitd panel of figur@, as it is im-
plemented in the ALICE simulation and reconstruction safevframework (AliRoot §]). The
ALICE global reference system has thaxis on the beam line, theaxis in the LHC (horizontal)
plane, pointing to the centre of the accelerator, and/tieds pointing upward. The axis of the ITS
barrel coincides with the axis. The module local reference system (figiraght) is defined with
the xoc andzgc axes on the sensor plane and with #e axis in the same direction as the global
z axis. The locak direction is approximately equivalent to the globgl. The alignment degrees
of freedom of the module are translationsxig, Vioc, Zoc, @and rotations by anglégioc, Boc, Pioc,
about thexoc, Yioe, Zoc axes, respectively.

The ITS geometry in AliRoot is described in full detail, dowmthe level of all mechani-
cal structures and single electronic components, usindR@OT [7] geometrical modeler. This
detailed geometry is used in Monte Carlo simulations andhénttack reconstruction procedures,
thereby accounting for the exact position of the sensor hesdand of all the passive material that
determine particle scattering and energy loss.

The geometrical parameters of the layers (radial positength along beam axis, number of
modules, spatial resolution, and material budget) are sanzed in tablel. The material budget
reported in the table takes into account haveraged material (including the sensors, electronics,
cabling, support structures, and cooling) associated raitiel paths through each layer. Another
1.30% of radiation length comes from the thermal shields supports installed between SPD
and SDD barrels and between SDD and SSD barrels, thus mdientptal material budget for
perpendicular tracks equal to 7.66%Xf

In the following, the features of each of the three sub-detedSPD, SDD and SSD) that are
relevant for alignment issues are described (for more Idetaé 1]).

2.1 Silicon Pixel Detector (SPD)

The basic building block of the ALICE SPD is a module coneigtof a two-dimensional sensor
matrix of reverse-biased silicon detector diodes bumpdbdnto 5 front-end chips. The sensor
matrix consists of 256 160 cells, each measuring p@n (r¢) by 425um (2).

1The alignment transformation can be expressed equivglenterms of the local or global coordinates.



Figure 3. SPD drawings. Left: the SPD barrel and the beam pipe (radiogn). Right: a Carbon Fibre
Support Sector.

Two modules are mounted together along ztirection to form a 141.6 mm long half-stave.
Two mirrored half-staves are attached, head-to-head dlmmyirection, to a carbon-fibre support
sector, which also provides cooling. Each sector (see figuight) supports six staves: two on the
inner layer and four on the outer layer. The sensors are raduntsuch a way that there is a 2%
overlap between the active regionsrip, but along z there is a gap between each two consecutive
sensors. Five sectors are then mounted together to fornf-adra¢l and finally the two (top and
bottom) half-barrels are mounted around the beam pipe s®dlwe full barrel (shown in the left-
hand side of figured), which is actually composed of 10 sectors. In total, the $Riludes 60
staves, consisting of 240 modules with 1200 readout chipa fotal of 98 x 1° cells.

The spatial precision of the SPD sensor is determined by itted gell size, the track inci-
dence angle on the detector, and by the threshold appli¢atireadout electronics. The values of
resolution along ¢ andz extracted from beam tests are 12 and L@0, respectively.

2.2 Silicon Drift Detector (SDD)

The basic building block of the ALICE SD8[ is a module divided into two drift regions where
electrons move in opposite directions under a drift field«d00 V/cm (see figurd, right), with
hybrids housing the front-end electronics on either sidee $DD modules are mounted on linear
structures called ladders. There are 14 ladders with sixuteectach on the inner SDD layer (layer
3), and 22 ladders with eight modules each on the outer SD& [dgyer 4). Modules and ladders
are assembled to have an overlap of the sensitive areas fhege580um in bothr¢ andz direc-
tions, so as to provide full angular coverage over the pseapidity rangdn | < 0.9 (figure4, left).

The modules are attached to the ladder space frame and lewaribde rows parallel to the
ladder axis%). The ladders are mounted on a support structure made ofdm&s@nd four support
rings to form the two cylindrical layer®]. The support rings are mechanically fixed to the cones
and bear ruby spheres, used as a reference for the laddgopiogj as well as for the geometrical
survey of the module positions in the ladder reference Byste
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Figure 4. Left: scheme of the SDD layers. Right: scheme of a SDD mqdutere the drift direction is
parallel to thexoc coordinate. Units are millimeters.

Figure 5. View of one SSD ladder (from layer 5) as described in the AtiRgeometry.

Thez coordinate is reconstructed from the centroid of the c#l@charge along the anodes.
The position along the drift coordinat®d: ~ r¢) is reconstructed starting from the measured drift
time with respect to the trigger time. An unbiased recomsion of thex: coordinate requires
therefore to know with good precision the drift velocity ahé time-zerotg), which is the mea-
sured drift time for particles with zero drift distance. Tdrét velocity depends on temperature (as
T-24) and it is therefore sensitive to temperature gradienteerSDD volume and to temperature
variations with time. Hence, it is important to calibratéstparameter frequently during the data
taking. Three rows of 33 MOS charge injectors are implantdchawn distances from the collec-
tion anodes in each of the two drift regions of a SDD moddlg for this purpose, as sketched
in figure4 (right). Finally, a correction for non-uniformity of theiétrfield (due to non-linearities
in the voltage divider and, for a few modules, also due toiBgant inhomogeneities in dopant
concentration) has to be applied. This correction is eigthfrom measurements of the systematic
deviations between charge injection position and recoastd coordinates that was performed on
all the 260 SDD modules with an infrared lasgd]|.

The spatial precision of the SDD detectors, as obtainechguream tests of full-size proto-
types, is on average 3bm along the drift directiorxec and 25um for the anode coordinaiz.

2.3 Silicon Strip Detector (SSD)

The basic building block of the ALICE SSD is a module composé@ne double-sided strip
detector connected to two hybrids hosting the front-endtedaics. Each sensor has 768 strips on
each side with a pitch of 9am. The stereo angle is 35 mrad, which is a compromise between



stereo view and reduction of ambiguities resulting fromhhparticle densities. The strips are
almost parallel to the beam axisdirection), to provide the best resolution in thie direction.

The modules are assembled on ladders of the same designsasstiygporting the SD9.

A view of the SSD ladder is shown in figuke The innermost SSD layer (layer 5) is composed
of 34 ladders, each of them being a linear array of 22 modutesyahe beam direction. Layer 6
(the outermost ITS layer) consists of 38 ladders, each ma@aB modules. In order to obtain full
pseudo-rapidity coverage, the modules are mounted on tldeds with small overlaps between
successive modules, that are staggered by660n the radial direction. The 72 ladders, carrying
a total of 1698 modules, are mounted on support cones in tiadeys. Carbon fiber is lightweight
(to minimize the interactions) and at the same time it is fa staterial allowing to minimize the
bending due to gravity, which is expected to give shifts afnaist 50um, for the modules at the
centre of the lateral ladders of the outer SSD layer.

For each layer, neighbouring ladders are mounted at onemélightly different radii Ar =
6 mm) such that full azimuthal coverage is obtained. Theeoee overlaps, present both along
zandr¢, amount to 2% of the SSD sensor surface. The positions ofehgoss with respect to
reference points on the ladder were measured during thetdet®nstruction phase, as well as the
ones of the ladders with respect to the support cones.

The spatial resolution of the SSD system is determined bydthgm pitch of the sensor
readout strips and the charge-sharing between those. stificout making use of the analogue
information the r.m.s spatial resolution is gf. Beam testsl2] have shown that a spatial resolu-
tion of better than 2Qum in the 1 direction can be obtained by analyzing the charge distabut
within each cluster. In the direction along the beam, théial@solution is of about 83Qm.

The SSD gain calibration has two components: overall il of ADC values to energy
loss and relative calibration of the P and N sides. This @argtching is a strong point of double
sided silicon sensors and helps to remove fake clustersh tBetoverall and relative calibration
are obtained from the data. Since the signal-to-noise imtarger than 20, the detection efficiency
does not depend much on the details of the gain calibration.

3 Alignment target and strategy

For silicon tracking detectors, the typical target of thigrahent procedures is to achieve a level
of precision and accuracy such that the resolution on thenstaucted track parameters (in par-
ticular, the impact parameter and the curvature, which oreaghe transverse momentum) is not
degraded significantly with respect to the resolution etgubin case of the ideal geometry without
misalignment. For the ALICE ITS, this maximum acceptablgrddation has been conventionally
set to 20% (a similar target is adopted also for the ATLAS triDetector [L3]). The resolutions
on the track impact parameter and curvature are both ptiopaftto the space point resolution, in
the limit of negligible multiple scattering effect (largeomentum). If the residual misalignment is
assumed to be equivalent to random gaussian spreads ix tlegsiment parameters of the sensor
modules, on which space points are measured, a 20% degradathe effective space point res-
olution (hence 20% degradation of the track parametersertattye momentum limit) is obtained
when the misalignment spread in a given direction/620%¢ — 1009 ~ 70% of the intrinsic
sensor resolution along that direction. With referencehihtrinsic precisions listed in tablie



the target residual misalignment spreads in the local doatels on the sensor plane are: for SPD,
8 um in xpc and 70um in zgc; for SDD, 25 um in Xoc and 18um in zqc; for SSD, 14um in
Xioc @and 500um in zo.. Note that these spreads represent effective alignmeeadgy including
the significant effect of thé,c angle (rotation about the axis normal to the sensor plangh®n
spatial resolution. In any case, these target numbers dyeanrindication of the precision that is
required to reach an acceptable alignment quality. We \vill@ getting even closer to the design
performance expected in case of ideal geometry.

The other alignment parametess,{, Yoc, Pioc) describe movements of the modules mainly
in the radial direction. These have a small impact on thectiie resolution, for tracks with a
small angle with respect to the normal to the module plangpiadl case for tracks coming from
the interaction region. However, they are related to theadledweak modescorrelated misalign-
ments of the different modules that do not affect the recansid tracks fit quality X2), but bias
systematically the track parameters. A typical exampladsal expansion or compression of all
the layers, which biases the measured track curvatureghtbeanomentum estimate. Correlated
misalignments for the parameters on the sensor plage 4oc, Boc) can determine weak modes
as well. These misalignments are, by definition, difficuld&ermine with tracks from collisions,
but can be addressed using physical observatg¢.g. looking for shift in invariant masses of
reconstructed decay particles) and cosmic-ray trackssd b#fer a unique possibility to correlate
modules that are never correlated when using tracks fronmtheaction region, and they offer a
broad range of track-to-module-plane incidence angleshila to constrain also thg,c, Yioc and
¢1oc parameters, thus improving the sensitivity to weak modes.

As already mentioned in the introduction, the sources gnafient information that we use
are the survey measurements and the reconstructed spaxts fpom cosmic-ray and collision
particles. These points are the input for the software aligmt methods, based on global or local
minimization of the residuals.

The general strategy for the ITS first alignment starts withalidation of the construction
survey measurements of the SSD detector with cosmic-rakgrand continues with the software
alignment of the SPD and the SSD detectors, which also usesicoay tracks, collected without
magnetic field. The initial alignment is more robust if penfied with straight tracks (no field),
which help to avoid possible biases that can be introduceshwiorking with curved tracks (e.g.
radial layer compression/expansion). Then, the alreadyped SPD and SSD are used to confirm
and refine the initial time-zero calibration of SDD, obtalneith SDD standalone methods. These
first steps are described in this report, which presentsttiassof the ITS alignment before the
start of the LHC with proton-proton collisions.

The next step will be, after the validation of the SDD survegasurements with cosmic-ray
tracks, the alignment of the full detector (SPD, SDD, SSDihwiiacks from cosmic rays and,
mainly, from proton-proton collisions collected with magic field B=0 and B=05T. In
particular, the data with magnetic field switched on wilballus to study the track quality and
precision as a function of the measured track momentum, gbparating the detector resolution
and residual misalignment from multiple scattering. Thazks from collisions will provide a
uniform coverage of the detector modules and will also bel tseoutinely monitor the quality
of the alignment during data taking, and refine the correstith needed. The last step will be
the relative alignment of the ITS and the TPC with tracks, mvheth detectors will be internally



aligned and calibrated. In addition, the relative movenwdrthe ITS with respect to the TPC is
being monitored, and to some extent measured, using a dedisgstem based on lasers, mirrors
and cameraslp].

4 Cosmic-ray run 2008: data taking and reconstruction

During the 2008 cosmic run, extending from June to Octolimual® events with reconstructed
tracks in the ITS were collected. In order to simplify thetfisignment round, the solenoidal
magnetic field was switched off during most of this data tgkperiod. The status of the three ITS
sub-detectors during the data taking is summarized in thenfimg paragraph (for more details
on the sub-detectors commissioning, see rdf6-18]). The corresponding status during the first
LHC runs with proton-proton collisions is given in reLd).

For the SPD, 212 out of 240 modules (88%) were active. Noisglpi corresponding to less
than 0.15% of the total number of pixels, were masked out th@dnformation was stored in the
Offline Conditions Database (OCDB) to be used in the offlim®nstruction. For the SDD, 246 out
of 260 modules (95%) participated in the data acquisitiohe Haseline, gain and noise for each
of the 133,000 anodes were measured every 24 hours by medesdioated calibration runs that
allowed us also to tag noisy«(0.5%) and dead (1%) channels. The drift velocities were measur
with dedicated injector runs collected every 6 hours, stimehe OCDB and successively used in
the reconstruction. For the SSD, 1477 out of 1698 modulek)8vere active. The fraction of bad
strips wasxz 1.5%. The normalized difference in P- and N-charge had a FWHML86. The gains
proved to be stable during the data taking.

The events to be used for the ITS alignment were collecteld avitigger provided by the pixel
detectors (SPD). The SPD FastOR triggHri§ based on a programmable hit pattern recognition
system (on FPGA) at the level of individual readout chipO@. total, each reading a sensor area
of about 14 x 1.4 cn?). This trigger system allows for a flexible selection of egeof interest,
for example high-multiplicity proton-proton collisionfreseen to be studied in the scope of the
ALICE physics program. For the 2008 cosmic run, the triggeid consisted of selecting events
with at least one hit on the upper half of the outer SPD layex (/ cm) and at least one on
the lower half of the same layer. This trigger condition exdes significantly the probability of
selecting events in which a cosmic muon, coming from abdve @gominant component of the
cosmic-ray particles reaching the ALICE cavern placedweto30 m of molasse), traverses the
full ITS detector. This FastOR trigger is very efficient (mmdhan 99%) and has purity (fraction of
events with a reconstructed track having points in both SBrk) reaching about 30-40%, limited
mainly by the radius of the inner layex(4 cm) because the trigger assures only the passage of a
particle through the outer layers(7 cm). For the FastOR trigger, typically 77% of the chips. (i.e
about 90% of the active modules) could be configured and Udesltrigger rate was about 0.18 Hz.

The following procedure, fully integrated in the AliRootafnework p], is used for track
reconstruction. After the cluster finding in the ITS (heteafwe will refer to the clusters as
“points”), a pseudo primary vertex is created using thrégnal points in two consecutive layers
(starting the search from the SPD). Track reconstructitimeis performed using the ITS standalone
tracker (as described i 20Q]), which finds tracks in the outward direction, from the inmest
SPD layer to the outermost SSD layer, using the previousigdgseudo primary vertex as its seed;
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Figure 6. (colour online) A clean cosmic event reconstructed in i@ (left), as visualized in the ALICE
event display. The zoom on the SPD (right) shows an “extraitdn one of ther ¢ acceptance overlaps of
the outer layer.

all found tracks are then refitted using the standard Kalfiim-fit procedure as implemented in
the default ITS tracker. During the track refit stage, whenaheady identified ITS points are used
in the Kalman-filter fit in the inward direction, in order totain the track parameters estimate at
the (pseudo) vertex, “extra” points are searched for in & odule overlaps. For each layer, a
search road for these overlap points in the neighbouringutesds defined with a size of about
seven times the current track position error. Currently,“dgxtra” points are not used to update the
track parameters, so they can be exploited as a powerfuld@slaluate the ITS alignment quality.

A clean cosmic event consists of two separate tracks, ogerfimg” in the top part of the ITS
and one “outgoing” in the bottom part. Their matching at thference median plang £ 0) can
be used as another alignment quality check. These two trukdare merged together in a single
array of track points, which is the single-event input fog thack-based alignment algorithms. A
typical event of this type, as visualized in the ALICE eveisipthy, is shown in figuré.

The uncorrected zenith-azimuth 2D distribution of the (geel) tracks with at least eight
points in the ITS is shown in figuré, where the azimuth angle is defined in a horizontal plane
starting from the positive side of theglobal axis. The modulations in the azimuthal dependence
of the observed flux are due to the presence of inhomogesditihe molasse above the ALICE
cavern, mainly the presence of two access shafts. Theseeameas the structures at zenith angle
~ 30° and azimuth~ 180 (large shaft) andx 270 (small shaft). On top of these structures, the
effect of the SPD outer layer geometrical acceptance ibleisthe azimuthal directions perpendic-
ular to thez axis (around 90and 270) have larger acceptance in the zenith angle.

The main limitation of the usage of cosmic-ray tracks foralignment of a cylindrical detec-
tor like the ITS is that the occupancy of the side modulesitzeangles approaching 9pis small,
especially for the external layer&]]. In the case of the SSD outer layer, which has the smallest
fractional coverage, about 75% of the ladders are covereid.i3 due to the small size of the trig-
gering detector (SPD), the dominance of small zenith arfglesosmic-ray particles and the cut on
the track-to-module incidence angte 80°) that we apply to reject large and elongated clusters.
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Figure 7. (colour online) Uncorrected distribution of the zenithirauth angles of the cosmic tracks recon-
structed in the ITS.

5 Validation of the survey measurements with cosmic-ray traks

The SDD and SSD were surveyed during the assembling phasg aisheasuring machine. The
survey, very similar for the two detectors, was carried outo stages: the measurement of the
positions of the modules on the ladders and the measuremém positions of the ladder end
points on the support cone.

In the first stage, for SDD for exampl&3], the three-dimensional positions of six reference
markers engraved on the detector surface were measureadbrneodule with respect to ruby
reference spheres fixed to the support structure. The pra$the measuring machine wag/fn
in the coordinates on the ladder plane and aboutdDin the direction orthogonal to the plane.
The deviations of the reference marker coordinates on treeplvith respect to design positions
showed an average value oftdn and a r.m.s. of 2Qum. In the second stage, the positions of
the ladder end points with respect to the cone support steietere measured with a precision
of about 10um. However, for the outer SSD layer, the supports were disit@olland remounted
after the survey; the precision of the remounting proce@uestimated to be around 20n in the
r¢ direction [L].

In the following we describe the results for the validatidnttee SSD survey measurements
with cosmic-ray data. The validation of the SDD survey wél fperformed after completion of the
detector calibration.

5.1 Double points in SSD module overlaps

As already mentioned, the modules are mounted with a smatin@} overlap for both the longi-
tudinal @, modules on the same ladder) and transverse directignsafjacent ladders). These
overlaps allow us to verify the relative position of neighliag modules using double points pro-
duced by the same particle on the two modules. Since the timbspare very close in space and
the amount of material crossed by the particle between tloepints is very limited, multiple
scattering can be neglected.
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Figure 8. (colour online) SSD survey validation. Left: distributiof Axc, the distance between two points
in the module overlap regions alozgn the same ladder. Right: distribution of the residuals between
straight-line tracks defined from two points on layer 6 aredbrresponding points on layer 5. In both cases,
gaussian fits to the distributions with survey applied amsh(in right-hand panel the fit ranged22 0, i.e.
[-60 um,+60 umj).

We define the distanax,c between the two points in the locatlirection on the module plane
(=~ r¢) by projecting, along the track direction, the point of orfi¢hl® two modules on the other
module plane. Figur8 (left) shows theAxo distribution with and without the survey corrections,
for both SSD layers (it was verified that the distributions tlee two layers are compatibl@1,
23]) . When the survey corrections are applied, the spreadeofiistributions, obtained from a
gaussian fit, iso ~ 255 um. This arises from the combined spread of the two pointss tha
corresponding effective position resolution for a singhénpis estimated to be smaller by a factor
1/v/2, i.e.~ 18 um, which is compatible with the expected intrinsic spatedalution of about
20 um. This indicates that the residual misalignment after dpglthe survey is negligible with
respect to the intrinsic spatial resolution. This validatprocedure was confirmed using Monte
Carlo simulations of cosmic muons in the detector withoutatignment, which give a spread in
Axoc of about 25um, in agreement with that obtained from the data.

5.2 Track-to-point residuals in SSD

Another test that was performed uses two points in the oUs® yer to define a straight track
(no magnetic field) and inspects the residuals betweengoimthe inner layer and the track. The
residuals are calculated using the position along the tcackesponding to the minimum of the
weighted (dimensionless) distance to the paiftigure8 (right) shows the distribution of thep
residuals between tracks through layer 6 and points on E&y€he distribution exhibits significant

2The different expected resolutionsiig andz have been taken into account in the calculation of the distanf
closest approach by dividing the deviations by the expeatertainties, i.e. making use of a dimensionless distance
measure.
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non-gaussian tails, due to multiple scattering of low-motam particles. The effect of multiple
scattering on the residuals was analytically estimatecetoftabout 30Qum for p = 0.5 GeV/c

and to be negligible fop = 7 GeV/c. This is roughly compatible with the observed distributain
residuals. The width of the central part of the distributi®quantified by performing a gaussian fit
truncated at 2, that givesoyy = 29 um. The spread contains a contribution from the uncertainty
in the track trajectory due to the uncertainties in the oot the outer layer. Assuming the same
resolution on the outer and inner layers and taking into aatcthe geometry of the detector, the
effective single point resolution spread i$11.902 times the overall spreadd, that is 21um.
This spread is larger than the effective resolution of ali@jim that is extracted from the double
points in module overlaps. This difference could be partlg tb the multiple scattering, relevant
for this analysis and negligible for the overlaps analybig, we can not rule out that additional
misalignments with a r.m.s. up to about fifh are present in the SSD. The mean residual is also
non-zero,3.7+0.4) um, which suggests that residual shifts at the 5gtidlevel could be present.
These misalignments would have to be at the ladder level tobwpatible with the result from the
study with sensor module overlaps.

The same analysis was performed for the residuals iz ¢fkection R1, 23], not shown here.
The distributions without and with survey were found to benpatible and the corresponding
effective single point resolution was found to be compatiblth the expected intrinsic resolution
of about 800um. This indicates that the residual misalignmentziis much smaller than the
intrinsic SSD resolution.

A third method that was used to verify the SSD survey corgistgoerforming tracking with
pairs of points (2 points on layer 5 and two points on layer 6xar sets of points on layer 5 and
6), and comparing the track parameters of both track segm@&he conclusion from this method
is consistent with the results from the track-to-point noelthFor details see?p].

6 ITS alignment with Millepede

In general, the task of the track-based alignment algostisrdetermining the set of geometry
parameters that minimize the globd of the track-to-point residuals:

nglobal = dTpVE[} Ap- (6.1)

moduétracks
In this expression, the sum runs over all the detector madane all the tracks in a given data set;
a,p =T —Tp is the residual between the data pdiptand the reconstructed track extrapolatipn
to the module planeV; , is the covariance matrix of the residual. Note that, in gahehe re-
constructed tracks themselves depend on the assumed gggar@imeters. This section describes
how this minimization problem is treated by Millepedg 24] — the main algorithm used for ITS
alignment — and presents the first alignment results oldlaivith cosmic-ray data.

6.1 General principles of the Millepede algorithm

Millepede belongs to thglobal least-squares minimizatidgpe of algorithms, which aim at de-
termining simultaneously all the parameters that mininize globalx? in eq. 6.1). It assumes
that, for each of the local coordinates, the residual of amivackt to a specific measured point
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p can be represented in a linearized formdas = &- 9 p/da+ G, - 0& p/d0;, whered is the
set of global parameters describing the alignment of theatiet (three translations and three ro-
tations per module) and; is the set of local parameters of the track. The correspgn)dgqg,ba,
equation fon tracks withv local parameters per track and formodules with 6 global parameters
(N = 6mtotal global parameters) leads to a huge sé efv n normal equations. The idea behind
the Millepede method is to consider the locaparameters as nuisance parameters that are elimi-
nated using the Banachiewicz identigh] for partitioned matrices. This allows to build explicitly
only the set ofN normal equations for the global parameters. If neededatioenstraints on the
global parameters can be added using the Lagrange mubipl#storically, two versions, Mille-
pede and Millepede II, were released. The first one was paitfigrthe calculation of the residuals,
the derivatives and the final matrix elements as well as thaetion of the exact solution in one
single step, keeping all necessary information in computemory. The large memory and CPU
time needed to extract the exact solution dff & N matrix equation effectively limited its use to
N < 10,000 global (alignment) parameters. This limitation was oeed in the second version,
Millepede II, which builds the matrices (optionally) in spa format, to save memory space, and
solves them using advanced iterative methods, much faetarthe exact methods.

6.2 Millepede for the ALICE ITS

Following the development of Millepede, ALICE had its ownglementation of both versions,
hereafter indicated as MP and MPII, within the AliRoot framoek [6]. Both consist of a detector
independent solver class, responsible for building andirsplthe matrix equations, and a class
interfacing the former to specific detectors. While MP clggellows the original algorithm %],
MPII has a number of extensions. In addition to the MinResrimaguation solution algorithm
offered by the original Millepede II, the more general FGMRE6] method was added, as well as
the powerful ILU(k) matrix preconditionerf]. All the results shown in this work are obtained
with MPII.

The track-to-point residuals, used to construct the glgBatre calculated using a parametric
straight lineF(t) = @+ bt or helix F(t) = {ax +r cos(t + ¢o),ay +r sin(t + ¢o),a, + bt} track
model, depending on the presence of the magnetic field. Therfor matrix of the measured
points is accounted for in the track fit, while multiple sedittg is ignored, since it has no systematic
effect on the residuals.

Special attention was paid to the possibility to accounttf@ complex hierarchy of the
alignable volumes of the ITS, in general leading to bettsicdption of the material budget distri-
bution after alignment. This is achieved by defining explieirent-daughter relationships between
the volumes corresponding to mechanical degrees of freaddhe ITS. The alignment is per-
formed simultaneously for the volumes on all levels of therduichy, e.g. for the SPD the correc-
tions are obtained in a single step for the sectors, thestalles within the sectors and the modules
within the half-staves. Obviously, this leads to a degeneadthe possible solutions, which should
be removed by an appropriate set of constraints. We impl&adehe possibility to constrain either
the mean or the median of the corrections for the daughteimes$ of any parent volume. While
the former can be applied via Lagrange multipliers direatlffhe minimization stage, the latter,
being non-analytical, is applied after the Millepede miiziation in a special post-processing step.
The relative movemend of volumes for which the survey data is available (e.g. SDB 86D

— 14—



8 E T T T 3 = 4
£ Fzzzzzz:not aligned thick line: Xy, L
o aligned thin line: z, — | x
4 L
10 E 9—2 2 b % _
F 3 i .
10% g §
£ 0+ e b
[ e
g
10%E 3
E x
(- 2+ g’fx _
10 Hliy I s
C L L L ] -4 L L L
-1000 -500 0 500 1000 Sectors Half-staves Modules

SPD local residuals [um]

Figure 9. (colour online) Left: example of Millepede residuals iretlocal reference frame of the SPD
modules before and after the alignment. Right: the cowastto thep,,c angle obtained in the hierarchical
SPD alignment with Millepede.

modules) can be restricted to be within the declared survegigion gsyney by adding a set of
gaussian constraint¥ / 0g e, to the globaly?.

We report here two example figures to illustrate the bareutuggsults from Millepede Il for
the alignment of the SPD detector (in this case), while tfayais of the alignment quality will be
presented in the next section. The left-hand panel of fi§wieows an example of the residuals in
SPD (in the local reference frame of the modules) before #adaignment. The right-hand panel
of figure 9 shows the obtained corrections for thg. angle (rotation of the volume with respect to
its zoc axis), indicating that the largest misalignments are atabel of the half-staves with respect
to the carbon fiber support sectors.

6.3 Results on alignment quality

The SPD detector was first aligned using 30* cosmic-ray tracks, with two points in the inner
layer and two points in the outer layer, collected in 2008&hwite magnetic field switched off.
As described in the previous section, the hierarchicahatignt procedure consisted in: aligning
the ten sectors with respect to each other, the twelve tales of each sector with respect to the
sector, and the two modules of each half-stave with respdbithalf-stave.

The following two observables are mainly used to check tradityuof the obtained alignment:
the top half-track to bottom half-track matching at the plgir= 0, and the track-to-point distance
for the “extra” points in the acceptance overlaps.

For the first observable, the cosmic-ray track is split itite two track segments that cross
the upper y > 0) and lower ¥ < 0) halves of the ITS barrel, and the parameters of the two seg-
ments are compared yt= 0. The main variable i&xyly_o, the track-to-track distance yt= 0 in
the (x,y) plane transverse to beam line. This observable, that issitde only with cosmic-ray
tracks, provides a direct measurement of the resolutiorherirack transverse impact parameter
do; Nnamely: Opyy;, o (Pt) = V204,(pt). Since the data used for the current analysis were collected
without magnetic field, they do not allow us to directly asstsed, resolution (this will be the
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Figure 10. Left: distribution ofAxyl,_q for SPD only, before and after alignment. Right: distribahxy,_o

for track segments reconstructed in the upper and lowes pAIBPD+SSD layers; each track segment is
required to have four assigned points; SSD survey and Mitlefalignment corrections are applied. In both
cases, the distributions are produced from the sample oftgused to obtain the alignment corrections.

subject of a future work). However, also without a momentueasurementxyly—o is a powerful
indicator of the alignment quality, as we show in the follogi

Figure 10 (left) shows the distribution of\xyy—o for SPD, without and with the alignment
corrections. The two track segments are required to havera ipoeach of the SPD layers and
to pass, in the transverse plane, within 1 cm from the oritfirs Cut selects tracks with a similar
topology to those produced in collisions and rejects trabks have small incidence angles on
the inner layer modules). A gaussian fit to the distributiorthie range[—100 pm, 4100 pum]|
gives a centroid compatible with zero and a spreag 50 um. For comparison, a spread of
38 um is obtained from a Monte Carlo simulation, with the ideabmetry of the ITS (without
misalignment), of cosmic muons generated according to thmemtum spectrum measured by
the ALICE TPC in cosmic runs with magnetic field. When only 8D detector is used and the
tracks are straight lines (no magnetic field), the spreableafixy|y_o distribution can be related in a
simple way to the effective spatial resolutiogyaia, Which includes the intrinsic sensor resolution
and of the residual misalignment. For tracks passing clotfeetbeam line (as in our case, with the
cut at 1 cm), we have:

2 2 2 2 5 5
(rSPDlaspatialSPDl+rSPDZUspatialSPDZ)Nz rSpp1trSpp2 2

2
0 ~2 O&pati (6.2)
Bxyly-o (rspp1—rspp2)? (rspp1—rsppp)? SPatar

where the inner and outer SPD layers are indicated as SPD&RID&, respectively. This relation
neglects the effect of multiple scattering in the pixels anthe beam pipe, which is certainly one
of the reasons why théxyl,_q distribution is not gaussian outside the central regionstriikely
populated by the high-momentum component of the cosmic mudsing the fit resultgpyy, , ~

50 um, obtained in the central regi¢a 100 um, +100 um|, we estimate the valugspatia~ 14 um,

not far from the intrinsic resolution of about Jim extracted from the simulation. However, a
precise estimation of the effective spatial resolutiorhwtiitis method requires the measurement of

— 16—



the track momentum, to account properly for the multiplettecieng contribution. The statistics
collected in 2008 with magnetic field did not allow a momentdifferential analysis.

The next step in the alignment procedure is the inclusiorhef$SD detector. As shown
in section5, the survey measurements already provide a very precigenadint, with residual
misalignment levels of less thantbn for modules on the ladder and of about 2 for ladders.
Because of the limited available statistics 2 x 10* tracks with four points in SPD and four
points in SSD), the expected level of alignment obtaineth Witllepede on single SSD modules is
significantly worse than the level reached with the survegsneements. For this reason, Millepede
was used only to align the whole SPD barrel with respect toSf8® barrel and to optimize the
positioning of large sets of SSD modules, namely the uppdri@amer halves of layers 5 and 6.
For this last step, the improvement on the global positigronhthe SSD layers was verified by
comparing the position and direction of the pairs of SSDrdrdck segments built using: two
points in the upper and two in the lower half-barrel (upfmevdr configuration) or two points in
the inner and two in the outer layer (inner-outer configorgti Before the alignment (only the
survey corrections applied), the mean/odyly_q is (120+7) um and(—1.8+0.6) um for the
upper-lower and inner-outer configurations, respectivélter the alignment, it i—5+6) um
and(0.5+0.6) um, respectively, that is, compatible with zero for both cgafations.

The right-hand panel of figur0 shows the distribution afxy]y—o for pairs of track segments,
each reconstructed with two points in SPD and two in SSDthe&merged cosmic-ray track has
eight points in SPD+SSD. It can be seen that, when the SS@ywand the Millepede alignment
are applied, the distribution is centred at zero and veryomafFWHM =~ 60 um), but it shows
non-gaussian tails, most likely due to multiple scatteridgmore precise alignment of the SSD
using high-momentum tracks will be performed with the 2008maic-ray and proton-proton data.

The second alignment quality observable is g distance between points in the region
where there is an acceptance overlap between two moduldge ifame layer. Because of the
short radial distance between the two overlapping modwdefey mm), the effect of multiple
scattering is negligible. However, in order to relate theead ofAxoc to the effective resolution,
the dependence of the intrinsic sensor resolution on tlie&-taemodule incidence angle has to be
accounted for. In particular, for SPD, due to the geomédtiaaut of the detector (figur8, left),
the track-to-module incidence angles in the transverseeptaie in general not equal to“9a@nd
they are very different for two adjacent overlapping modumssed by the same track A, is
defined as described in sectibnthe error omxoc can be related to the effective spatial resolution
of the two points Ospatias aS:

O-Kx;oc = Uszpatial(GZ) + Uszpatial(al) 0052(¢12) (6-3)

where the 1 and 2 subscripts indicate the two overlappingtgai; is the incidence angle of the
track on the module plane, ad. is the relative angle between the two module planes, which is
18 and 9 on the inner and outer SPD layer, respectively. Note thaS8D overlaps on the same
ladder, we haver; = az ~ 90° and ¢, = O; therefore gay,, = ﬁaspaﬁal, which is the relation we
used in sectiorb.

We start by showing, in figurgl (left), the track-to-point distancéx,. for the SPD “extra”
points in the transverse plane, before and after the Milepdignment. The extra points are not
used in the alignment procedure. The spread of the disiibig o ~ 18 um, to be compared to
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Figure 11. (colour online) SPD double points in acceptance overlap#: track-to-pointAx for “extra”
points before and after alignment. Riglt:of the Axo distributions as a function of the track-to-module
incidence angle selection; 2008 cosmic-ray data are caedp@ar the simulation with different levels of
residual misalignment. See text for detalils.

o ~ 15 um from a Monte Carlo simulation with ideal geometry. An arisédyof theAx,c distance
as a function of thex incidence angle has been performed: five windows on the sum @r,)

of the incidence angles on the two overlapping modules haes lzonsidered. These windows
define increasing ranges of incidence angles frénto060. Figure 1l (right) shows the spread
of the Axo¢ distribution for the different incidence angle selectiosclear dependence of the
spread (hence of the spatial resolution) on the incidengkearan be seen. This dependence was
already observed in SPD test beam measurem@8{29], which were used to tune the detector
response simulation in the AliRoot software. In the sameréigMonte Carlo simulation results
are reported for comparison: simulation with ideal geognéipen circles) and with a misaligned
geometry obtained using a random gaussian residual nmisadigt (dashed lines: misalignments
with o = 7 um and three different seeds; dotted line: misalignmentk wit= 10 um). The 2008
data are well described by the simulation with a random uegichisalignment witho ~ 7 um.
However, this conclusion is based on the assumption thainthasic resolution is the same in
the real detector and in the simulation. Since the intringgolution can slightly vary depending
on the working conditions of the detector (e.g. the settingsd for the bias voltage and for the
threshold), the value of @m for the residual misalignment should be taken only as aication.
Furthermore, this is an equivalent random misalignmentileathe real misalignments are likely
non-gaussian and to some extent correlated among differedtles.

The robustness of the obtained results was tested by diyvithi@ data sample in two parts
and using every second track to align the SPD and the othefsettk the alignment quality. The
corresponding\xyly—o distribution is presented in the left-hand panel of fighizethe distribution
is centred at zero and has the saone 50 um as in the case of aligning with all tracks.

Finally, the data with the 0.5 T magnetic field switched onga thousand events collected
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Figure 12. (colour online) Alignment stability tests. Left: for SPIDIg, distribution of theAxy|y_o distance
obtained when aligning with every second track and checttiegalignment with the other tracks. Right:
track-to-point residuals in the inner SPD layer (track fibiter SPD layer and in the two SSD layers), for
B =0 and B= +0.5T (the three histograms are normalized to the same injegral

at the end of the 2008 cosmic run) were used to perform dedicaiecks to evaluate a possible
effect of the field on the alignment. The alignment correwiextracted from data with 8 0 were
applied to data with B= +0.5 T and alignment quality was verified using both the extraxzoi
method and the track-to-point residuals method. The Higinns of the track-to-point distance for
extra points in SPD acceptance overlaps foeB, +0.5 T and—0.5 T data were found to have
compatible widths@ [um]: 183+0.5, 17.8+ 2.3, 184+ 1.8, respectively) 21]. Another check
was performed using the track-to-point residuals, catedldy fitting the tracks in the SSD layers
and the outer SPD layer and evaluating the residuals in trex BPD layer. In figur&2 (right) the
comparison between the residuals without magnetic fielth w0.5 T, and with—0.5 T is shown.
Also in this case, the distributions without field and witle tivo field polarities are compatible.

6.4 Prospects for inclusion of SDD in the Millepede procedug

The alignment of the SDD detectors for thg. coordinate (reconstructed from the drift time) is
complicated by the interplay between the geometrical rgisaient and the calibration of drift ve-
locity andty (defined in sectior2.2). Thety parameter accounts for the delays between the time
when a particle crosses the detector and the time when thiedral chips receive the trigger signal.
Two methods have been developed in order to obtain a firghatgiof theg parameter. The first,
and simpler, method consists in extracting thffom the minimum measured drift time on a large
statistics of reconstructed SDD points. The sharp risirg gfathe distribution of measured drift
times is fitted with an error function. Thg value is then calculated from the fit parameters. The
second method measures thérom the distributions of residuals along the drift directi(xqc) be-
tween tracks fitted in SPD and SSD layers and the corresppmpdiimts reconstructed in the SDD.
These distributions, in case of miscalibratgdshow two opposite-signed peaks corresponding to
the two separated drift regions of each SDD module, wheigreles move in opposite directions
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Figure 13. SDD calibration and alignment. Left: distribution of tkat-point residuals in the two drift
regions for the SDD modules of layer 4 side £<( 0); tracks are fitted using only their associated points
in SPD and SSD; the Millepede alignment corrections for SR® &SD are included, as well as the SSD
survey. Right: residuals along the drift coordinate for 8@ module as a function of drift coordinate after
Millepede alignment with only geometrical parameters aitti geometrical+calibration parameters.

(see figured, right). Thety can be calculated from the distance of the two peaks and ffie dr
velocity. This second procedure has the advantage of iegquemaller statistics, because it profits
from all the reconstructed tracks, with the drawback ofirglyon SDD calibration parameters (the
drift velocity and possibly the correction maps). Moreoumsing based on track reconstruction, it
might be biased by SPD and/or SSD misalignments.

Depending on the available statistics, thdetermination with these two methods can be done
at the level of SDD barrel, SDD ladders or SDD modules. fhiparameter needs actually to be cal-
ibrated individually for each of the 260 SDD modules, beeanisdifferences in the overall length
of the cables connecting the DAQ cards and the front-endrel@cs. In particular, a significant
difference is expected between modules of thezA (0) and C sidesz< 0), due to thex 6 m
difference in the length of the optical fibres connectinglifte ladders to the DAQ cards. With the
first 2000 tracks, it is possible to determine thérom track-to-point residuals for 4 sub-samples
of modules, i.e. separating sensors connected to sides £ arfdayers 3 and 4. An example of
residual distributions for the left and right drift sidestbé modules of layer 4 side C is shown in
figure 13. The Millepede alignment corrections for SPD and SSD ardiegppn this case, and it
has been checked that, if they are not applied, the centasiigns in this figure are not affected
significantly, while the spread of the distributions in@es, as it could be expected. A difference
of 25 ns between sides A and C of each SDD layer has been odsenagreement with the 6 m
difference in fibre lengths (the propagation time of lighojtical fibres is 4.89 ns/m). With larger
statistics (35,000 tracks), it is possible to extracttgfer each half-ladder, which requires produc-
ing 36(ladders)2(A/C sides) pairs of histograms like the ones shown in figudéeft). Further
cable-length differences, which introdugedifference, exist at the level of individual half ladders
and at the level of individual modules. These differencesodithe order of 1.5 m (7 ns) and 20 cm
(< 1 ns) respectively, but have not been measured in detaibgeguse of the limited size and
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coverage of the cosmic-ray tracks data sample. It shouldbbeddrthat given the: 6.5 um/ns of
drift velocity, a bias of 1 ns on thig can lead to a significant effect on the reconstructed positio
along the drift coordinatq.

After a first calibration with these methods, a refinemenhefg determination is obtained by
running the Millepede minimization with thg as a free global parameter for each of the 260 SDD
modules. Similarly, the drift velocity is considered as eefiparameter for those SDD modules
(about 35%) with mal-functioning injectors. For these medua single value of drift velocity
is extracted for the full data sample analyzed, thus ndglgdhe possible dependence of drift
velocity on time due to temperature instabilities. Howeweis is not a major concern since the
drift velocity was observed to be remarkably stable durimg data taking17]. This allows to
assess at the same time geometrical alignment and cadibrpdéirameters of the SDD detectors.
About 500 tracks are required to align and calibrate a siS§® module. An example is shown
for a specific SDD module in the right-hand panel of figd® where thexgc residuals along
the drift direction are shown as a function>@j;. The result obtained using only the geometrical
rotations and translations as free parameters in the Mitlepninimization is shown by the circle
markers. The clear systematic shift between the two dufiores . < 0 andxec > 0) is due to
both miscalibratedy and biased drift velocity (this is a module with non-workingectors). These
systematic effects are no longer present when also theatidib parameters are fitted by Millepede
(square markers). It should be pointed out that the widtth@fSDD residual distributions shown
in figure 13 does not correspond to the expected resolution on SDD paloits) drift coordinate
because of jitter between the time when the muon crosseeteetdrs and the SPD FastOR trigger,
which has an integration time of 100 ns. For the about 100 S@Duies with highest occupancy,
the statistics collected in the 2008 cosmic run allowed teckhthe reliability of the calibration
parameterstd and drift velocity) extracted with Millepede by comparirgetvalues obtained from
independent analyses of two sub-samples of tracks. Frarsthdy, a precision of.025 um/ns
for the drift velocity and 10 ns fotp was estimated. It should be noted that these precisions are
limited by the available statistics as well as by the trigieer effect mentioned above.

7 SPD alignment with an iterative local method

We developed an alignment method that performs a (localjnmuation for each single mod-
ule and accounts for correlations between modules by itvgrdlhe procedure until convergence
is reached. A similar approach is considered by both the CMEATLAS experiments30-32].
The main difference between this method and the Millepederithm is that only in the latter
the correlations between the alignment parameters of alutes are explicitly taken into account.
Conversely, the local module-by-module algorithm assutmasthe misalignments of the modules
crossed by a given track are uncorrelated and performs thieniation of the residuals indepen-
dently for each module. The comparison of the alignmentmatars from this method and from
Millepede would provide a further validation of the reswdthieved with the Millepede.

In the local method we minimize, module-by-module, thedaiihg local x? function of the
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alignment parameters of a single module:

XI%cal(atravArot) = Zk QTpVEFZ)L 5t,p
tracks

- Zk (?t - Arot?p - étra)T (Vt +Vp)_l (?t - Arot?p - étra) . (7-1)
tracks

Here, the sum runs over the tracks passing through the magiukethe position of the measured
point on the module whilé&; is the crossing point on the module plane of the tradikted with

all points butrp. V¢ andV, are the covariance matrices of the crossing point and of esared
point, respectively. The six alignment parameters entefdihmula in the vectod,, the alignment
correction for the position of the centre of the module, amithé rotation matriXd o, the alignment
correction for the orientation of the plane of the modulee Blignment correction is supposed to
be small so that the rotation matrix can be approximated esitity matrix plus a matrix linear

in the angles. In this way, the2_, is a quadratic expression of the alignment parameters &nd th
minimization can be performed by simple inversion. Tfe,, function in eq. 7.1) can be written

in the same way also for a set of modules considered as a tmi#.brhe track parameters are not
affected by the misalignment of the module under study, imezahe track point on this module
is not used in the fit, while the positions of the crossing tsoare affected, because the tracks are
propagated to the plane of the module defined in the ideal g&gnThis is taken into account by
adding a large error along the track direction to the comagamatrix of the crossing point.

Given that this is a local method, it is expected to work beswod conditions are fulfilled:
the correlation between the misalignments of different abesl is small and the tracks used to
align a given module cross several other modules. In ordimibthe bias that can be introduced
by modules with low statistics, for which the second cowditis normally not met, we align the
modules following a sequence of decreasing number of poirdseduce the residual correlation
between the alignment parameters obtained for the differerdules, we iterate the procedure
until the parameters converge. Simulation studies withahigisments of the order of 109m have
shown that the convergence is reached after about 10 d@esati

For the ITS alignment using the 2008 cosmic-ray data, wenafigonly the SPD modules
using this method. Like for Millepede, we adopted a hiermadhapproach. Given the excellent
precision of the SSD survey measurements, we used theseyes las a reference. We aligned
as a first step the whole SPD barrel with respect to the SSD thieetwo half-barrels with respect
to the SSD, then the SPD sectors with respect to the SSD. ltashestep, we used SPD and
SSD points to fit the tracks and we aligned the individual sensodules of the SPD. Figurst
shows the top-bottom track-to-trad¥y|y—o distribution obtained using only the SPD points (left-
hand panel) and the track-to-poifik. for the double points in acceptance overlaps (right-hand
panel), after alignment. Both distributions are compatifghean and sigma from a gaussian fit)
with the corresponding distributions after Millepede atigent. This is an important independent
verification of the Millepede results. Since the two methads in many aspects independent,
comparing the two sets of alignment parameters could pecxicheck for the presence of possible
systematic trends. Figulé shows the correlation of the inner SPD layer parameter salbtained
with the iterative method and those obtained with Millepeleorrection was applied to account
for a possible global roto-translation of the whole ITS, @fhdoes not affect the quality of the
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Figure 14. SPD alignment quality results for the iterative local noethLeft: track-to-trackixy|y—o distri-
bution defined in sectiof.3 using only SPD points. Right: track-to-poifat,. distribution for extra points
in acceptance overlaps.
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Figure 15. Correlation between the alignment parameters obtairmed Millepede (horizontal axis) and the
iterative method (vertical axis), for the inner SPD layerdules. Modules with more (less) than 500 points
are represented by the closed (open) markers.

alignment and can be different for the two methods. The ddsgen) markers represent the
modules with more (less) than 500 track points. Most of thelmes are clustered along the
diagonal lines where the parameters from the two methodexaetly the same. There are some
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outlier modules, that are far from the ideal result. Howgetleese outliers mostly correspond to
modules with low statistics (open markers) at the sides@BRD barrel.

8 Conclusions

The results on the first alignment of the ALICE Inner Trackigstem with cosmic-ray tracks,
collected in 2008 in the absence of magnetic field, have bezsepted.

The initial step of the alignment procedure consisted ofvidelation of the survey measure-
ments for the Silicon Strip Detector (SSD). The three methagplied for this purpose indicate
that the residual misalignment spread for modules on ladddess than pim, i.e. negligible with
respect to the intrinsic resolution of this detector in thestrprecise direction, while the residual
misalignment spread for the ladders with respect to the@tigpnes amounts to about ifn.

The procedure continues with track-based software alignmerforming residuals minimiza-
tion. We presented the results obtained with a sample oftdlfBiwosmic-ray tracks, reconstructed
in events selected by the FastOR trigger of the Silicon Hdatkctor (SPD). We mainly use the
Millepede algorithm, which minimizes a globagF of residuals for all alignable volumes and a
large set of tracks.

We start from the SPD, which is aligned in a hierarchical apph, from the largest mechanical
structures (10 support sectors) to the 240 single sensaunlesmdAbout 90% of the latter were active
during the 2008 cosmic run, and about 85% had enough spaats (9i50) to perform alignment.
Then, we align the SPD barrel with respect to the SSD barted ISD coverage provided by the
cosmic-ray tracks is insufficient to align the SSD at the lleféadders, especially for the ladders
close to the horizontal plane= 0. Therefore, for the time being we only align the SSD at thelle
of large sets of ladders.

The two intermediate ITS layers, the Silicon Drift Detest¢gDD), represent a special case,
because the reconstruction of one of the two local coordinegquires dedicated calibration pro-
cedures (drift velocity and drift time zero extraction), ielnare closely related to the alignment.
Indeed, one of the approaches that we are developing fointfeezero calibration is based on the
analysis of track residuals in a standalone proceduréaligjtand then directly within the Mille-
pede algorithm. Once these procedures are stable and robessDD will be included in the
standard alignment chain. For all six layers, the comphetibthe alignment for all modules will
require tracks from proton-proton collisions; a few? Ivents (collected in a few days) should
allow us to reach a uniform alignment level, close to thedgrgver the entire detector.

We use mainly two observables to assess the quality of tfenaut alignment: the matching
of the two half-tracks produced by a cosmic-ray particlehia tipper and lower halves of the ITS
barrel, and the residuals between double points productttigeometrical overlaps between ad-
jacent modules. For the SPD, both observables indicatefectigé space point resolution of about
14 um in the most precise direction, only 25% worse than the utisol of about 11um extracted
from the Monte Carlo simulation without misalignments. tidéion, the measured incidence angle
dependence of the spread of the double points residualdlisapeoduced by Monte Carlo simu-
lations that include random residual misalignments witlaasgian sigma of aboutm. Further
confidence on the robustness of the results is provided nie sxtent, by the cross-checks we per-
formed using a small data set with magnetic field switchednah mainly, by the comparison of the
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Millepede results to those from a second, independentmmakémt method. This second method,
which iteratively minimizes a set of local module-by-maelif? functions, yields, compared to
Millepede, a similar alignment quality and a quite compat#et of alignment corrections.

Using the present data set with magnetic field off, since thektmomenta are not known,
the multiple scattering effect, which is certainly not rigille, cannot be disentangled from the
residual misalignment effect. Therefore, a more conctustatement on the SPD residual mis-
alignment will be possible only after the analysis of cosnaig data collected with magnetic field
switched on. The same applies for combined tracking with SSTID and SSD points: in this case,
the momentum-differential analysis of the transverseadist between the two half-tracks (upper
and lower half-barrels) will allow us to measure the tra@nsverse impact parameter resolution,
which is a key performance figure in view of the ALICE heavy dlarvphysics program.
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