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Abstract. Collection of books in the library is sometimes confusing visitors who want to borrow 

library books. Data mining techniques have been widely used to resolve existing problems by 

applying the algorithm of association rule Algorithm using FP Growth to find the rules of the 

Association that is formed from the dataset loaning books. By utilizing the visit transaction data, 

the library will be seeking information about what books are often borrowed by the student and 

the linkages between each of the parties so that the lending library itself can do the preparation 

books in accordance with the level of support and confidence values. One of the rules of the 

Association that is formed is if someone borrows the book Psikologi Perkembangan then he will 

borrow the book Psikometri with a value of 0.2 and support 100% confidence rating which is the 

highest confidence value rules. Then create an application that can show the location of the book 

more specifically so it can facilitate the students in searching. 

1.  Introduction 

Data is always a part of every activity we do today, data growth is inevitable. The size starts from byte 

to petabyte. To grow millions, even billions of data stored in electronic data storage, the right tools are 

needed. Data processing here aims to produce information that can assist in making management 

decisions. From this base, the concept of data mining was born. Data mining is the process by which 

intelligence methods are used to generate data patterns. XYZ has a library of visitor statistics of 50 

people per day in 2018. The number of books available reaches 2,000 books. For visitors looking for 

references that are addressed to the topic, the book search system already available in this library is the 

main target. Because in search of references, it is usually required more than one book, then the book 

recommendations of the system facilities will greatly help visitors. 

2.  Data warehouse 

The database is a set of interconnected data groups that are arranged in such a way that can later be 

reused quickly and easily. The database is part of the system data. A database is a collection of multiple 

files that have a link between one file with another file to form data. While the database system is the 

foundation or basic framework consisting of system and the system used to serve certain applications in 

order to achieve the goal [1] [2] [3]. 
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3.  Method 

3.1.  Data mining 

The method of excavating Association rules (association mining rules) is one method in the concept of 

data mining, which aims to find interesting patterns in a number of transactions. Data Mining is a term 

used to describe the discovery of knowledge in database [4] [5]. Data Mining is the process of using 

statistical, mathematical, artificial intelligence, and machine learning techniques to identify and extract 

useful information and knowledge from various related database [6] [7]. 

3.2.  FP Growth algorithm 

FP Growth algorithm is an improvement from the a priori algorithms in terms of speed of execution so 

that the shortcomings of the a priori algorithms improved by FP-Growth algorithm. Frequent Pattern 

Growth (FP-Growth) is one of the alternative algorithm that can be used to define the set of data that 

appears most often (frequent itemset) in a set of data [8]. On the a priori algorithm required generate 

candidate to get frequent itemsets. However, at the FP-Growth algorithm generate candidate was not 

done because the FP-Growth using the concept of the development tree in search of frequent itemsets. 

Characteristics of FP-Growth algorithm is the data structure used is a tree called FP-Tree. By using FP-

Tree, FP-Growth algorithm can directly extract frequent itemset of FP-Tree. The excavation of the 

frequent itemset by using FP-Growth algorithm will be done by way of evoking data structure tree or 

called FP-Tree [9] [10]. 

3.3.  Factor of interest 

Support is a chance occurrence rule to the overall transaction in the dataset [11]. The minimum support 

value is defined as the minimal support that must be met by the rule: 

𝑆𝑢𝑝𝑝𝑜𝑟𝑡(𝐴 → 𝐵) = 𝑃(𝐴 ∪ 𝐵) =
∑ 𝐴 ∪ 𝐵

∑ 𝑇𝑟𝑎𝑛𝑠𝑎𝑘𝑠𝑖
 

3.4.  Confidence 

Confidence is a chance occurrence an item appear along with other items appear. If it forms with the 

notation in A → B, then confidence defined as how often B appears when A also appears. Minimum 

confidence value is interpreted as a minimum to be met by rule [12] [13]. 

𝐶𝑜𝑛𝑓𝑖𝑑𝑒𝑛𝑐𝑒(𝐴 → 𝐵|) = 𝑃(𝐴|𝐵) =
𝑃(𝐴 ∪ 𝐵)

𝑃(𝐴)
=  

𝑠𝑢𝑝𝑝𝑜𝑟𝑡 𝑐𝑜𝑢𝑛𝑡(𝐴 ∪ 𝐵)

𝑠𝑢𝑝𝑝𝑜𝑟𝑡 𝑐𝑜𝑢𝑛𝑡(𝐴)
 

3.5.  Lift ratio 

Lift ratio is used to find out the correlation between the items in the rule. If the value of lift rule > 1 then 

it has positive correlation, if the value of lift rule < 1 then it has negative correlation, if the value of lift 

rule = 1 then it is independent (not coupled) [14]. 

𝐿𝑖𝑓𝑡(𝐴 → 𝐵|) = 𝑃(𝐴|𝐵) =
𝑃(𝐴 ∪ 𝐵)

𝑃(𝐴). 𝑃(𝐵)
=  

𝑐𝑜𝑛𝑓𝑖𝑑𝑒𝑛𝑐𝑒(𝐴 ∪ 𝐵)

𝑠𝑢𝑝𝑝𝑜𝑟𝑡 (𝐴)
 

3.6.  Frequent pattern growth (FP-Growth) 

FP-Growth is one of the algorithms used to solve the case of the Association Rule. This algorithm has 

two stages: first, the compression is performed against the database on the basis of the items that often 

appear to make Frequent Pattern Tree (FP-Tree). Second, the separation is performed against the 

database results into the form of compressed database conditionals [15] [16]. 
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3.7.  FP-Tree  

FP-Tree is a special trait that distinguishes between the FP-Growth algorithm with a similar algorithm, 

a priori [17]. FP-Tree has two characteristics, first, starting from a root that is named "null". Then from 

the root to form sub-tree consisting of specific items and a frequent table header. Second, each node 

contains three important information i.e. the label item (indicates the item type (item ID) that is 

represented by the node), support (count shows the number of transaction path through that node or also 

known as as frequency), connecting the pointer (node link) as a liaison among vertices with items at 

once inter-cell trajectory, marked with a line connecting the pointer arrow disconnect – disconnect [18] 

[19] [20]. 

4.  Results and discussion 

This research will find the value of support and trust of the book loan in the library XYZ. These book 

loan transaction data will be mined by applying association rules so as to bring new association rules 

that serve to provide useful information to libraries such as sysops that know what books are usually 

borrowed by members, so it can be done with better preparatory books to facilitate the search book. 

Job steps of the algorithm Associaton Rule is as follows: 

 Determine the minimum value of the amount of support and confidence, which in this study the 

minimum amount of support support = 4, while the minimum quantity = 50% confident. 

 Scan the transaction base lending library books to get the 1-item set, then grab the frequency 

candidate to meet the minimum support amount. While it does not meet the minimum support 

removed or deleted. 

 Check whether k + 1 item set is from the existing item set, then discard or clean the candidate 

data of the subset does not meet the support amount. 

 Calculate the frequency, take any frequency meet and finish if there is no eligible policy. 

 Association Rules are generated by selection that meets minimum support amount and 

Analytical trust 

4.1.  Association rule 

Before performing data mining with Association Rule method, please be prepared to be on mining data 

where data used is loaning books transaction data by using fictitious data. It is intended to give you an 

idea how to do data mining Association rules resulting in (Association Rules). To do the excavation of 

loaning books transaction data, then the steps that must be performed are: 

 The first step is in controlling the magnitude of quantity minimum support and confidence. 

Where in this case the set quantity = quantity of 3 and support confidence = 50%. 

 The second step is to arrange all the frequent item set i.e. item set which has the minimum 

support = 4 set earlier. 

For analysing, it starts by discussing any frequent 1-item set, then each selected item has the minimum 

support = 4. Items that meet the minimum support are called frequent 1-item set. List of frequent 1-item 

set can be seen in the table below: 

Table 1. List 1-frequent item set. 

No Item set Support 

1 Pengantar Psikologi 4 

2 Psikologi Perkembangan 9 

3 Psikologi abnormal 7 

4 Psikometri 5 

5 Psikologi Sosial 3 

6 Psikologi Klinis 4 

7 Biopsikologi 7 

8 Psikologi Pendidikan 3 
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From the table above it can be seen that the eligible minimum support or eligible to be 2-Item is as 

shown in table 3 below: 

Table 2. The list of Prospective for the Frequent 2-Item set. 

No Itemset Support 

1 Pengantar Psikologi, Psikologi Perkembangan 1 

2 Pengantar Psikologi, Psikologi Abnormal 1 

3 Pengantar Psikologi, Psikometri 0 

4 Pengantar Psikologi, Psikologi Sosial 1 
5 Pengantar Psikologi, Psikologi Klinis 0 

6 Pengantar Psikologi, Biopsikologi 0 

7 Pengantar Psikologi, Psikologi Pendidikan 1 

8 Psikologi Perkembangan, Psikologi Abnormal 1 
9 Psikologi Perkembangan, Psikometri 4 

10 Psikologi Perkembangan, Psikologi Sosial 0 

11 Psikologi Perkembangan, Psikologi Klinis 0 

12 Psikologi Perkembangan, Biopsikologi 6 
13 Psikologi Perkembangan, Biopsikologi 1 

14 Psikologi abnormal, Psikometri 0 

15 Psikologi abnormal, Psikologi Sosial 1 

16 Psikologi abnormal, Psikologi Klinis 5 
17 Psikologi abnormal, Biopsikologi 0 

18 Psikologi abnormal, Psikologi Pendidikan 0 

19 Psikometri, Psikologi Sosial 1 

20 Psikometri, Psikologi Klinis 2 
21 Psikometri, Biopsikologi 5 

22 Psikometri, Psikologi Pendidikan 1 

23 Psikologi Sosial, Psikologi Klinis 1 

24 Psikologi Sosial, Biopsikologi 1 
25 Psikologi Sosial, Psikologi Pendidikan 0 

26 Psikologi Klinis, Biopsikologi 1 

27 Psikologi Klinis, Psikologi Pendidikan 0 

28 Biopsikologi, Psikologi Pendidikan  
 

From the table above it can be seen that a minimum qualified support or are eligible to become frequent 

2-Item set is as shown in table 3 below: 

Table 3. List 2-frequent item set. 

No Itemset Support 

1 Psikologi Perkembangan, Psikometri 4 

2 Psikologi Perkembangan, Biopsikologi 6 

3 Psikologi abnormal, Psikologi Klinis 5 

4 Psikometri, Psikologi Klinis  5 
 

Next the Item set list is often above 1-made into a list of candidates for frequent 3-Itemsets as shown in 

the following table 4: 

Table 4. List 3-frequent itemset. 

No Itemset Support 

1 Psikologi Perkembangan, Psikometri, Biopsikologi 4 

2 Psikologi Perkembangan, Psikometri, Psikologi Klinis 0 

3 Psikologi Perkembangan, Psikometri, Psikologi Abnormal 0 

4 Psikologi Perkembangan, Biopsikologi, Psikologi Klinis 0 

5 Psikologi Perkembangan, Biopsikologi, Psikologi Abnormal 0 
 

From the results in the table above it can be seen that the right to be a frequent 3-Itemset is as shown in 

table 5 below: 
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Table 5. List 3-frequent itemset 

No Itemset Support 

1 Psikologi Perkembangan, Psikometri, Biopsikologi 4 
 

From the table above it can be seen that the right to be a frequent 3-Itemset, if someone borrows 

Developmental Psychology then he borrows Psikometri, it will be obtained the value of confidence = 

4/9 = 0.44 = 44%. From the list of candidates of the above Association rules, then the rules of the 

Association will be selected who meet the minimum support and minimum confidence to become the 

rules of the Association. Where the minimum support and minimum confidence = 4 = 50% as it has 

been set previously. 

5.  Conclusion 

Association rule mining is used to see the interesting relationship between a number of lending books. 

In the process of association rule mining there are two search patterns and calculate the force of a rule. 

From the results of the data mining library book lending transaction with a minimum transaction limit 

of 4 minimum transaction and confidence of 50% form 21 rules of the Association. One of the rules of 

the Association that is formed is if someone borrows the book Psikologi Perkembangan then he will 

borrow the book Psikometri with a value of 0.2 and support 100% confidence rating which is the highest 

confidence value rules. 
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